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ABSTRACT

The research reported in this study explored the

growth in children's comprehension of certain complex relation-

ships as they are signaled syntactically in our language. It

was assumed that development in language performance is, in

large part, a function of a growing ability to comprehend

and produce structures that signal relations. The compre-

hension of four general types of relations, each signaled by

different syntactic structures, was studied: 1) simple

relations; 2) complex logical relations, signaled by certain

logical connectors; 3) a special verb-indirect object rela-

tion, signaled by a WH-question word and somewhat confounded

by the absence of pronominal identification; 4) and complex

subject-verb-object relations, signaled by relative pronouns.

Twenty boys from each of three age levels, 7, 9, and

11, with average I.Q.'s were tested. The testing instrument

was a checker-like game, specifically developed for this study,

which children played by interpreting instructions of various

kinds that had been pre-recorded on tape-cards. The game was

used as.a testing instrument because it provided a reasonably

natural language situation and a high level of motivation, and

it reduced semantic variation to a minimum. Sample instructions

from each of the four types noted above were: 1) You may move



a circle one space. 2) If you have a diamond, you may move

a triangle one space. 3) Ask your opponent which piece to

move one space. 4) The piece that your opponent just moved

may be moved two spaces backwards.

As the children played the game, their correct and

incorrect responses were noted, and the latencies of their

responses to each instruction were measured. Observational

notes and tape recordings were made of verbal interchanges

that took place during the game.

Results are presented which indicate an increasing

ability to comprehend the various types of structures employed

with increasing age. Over all subjects, simple statements,

affirmative conditionals with "if," and self-embedded utter-

ances proved extremely easy. Negative conditionals with "if +

not," temporal contingencies with "after," "before," "when,"

and "as soon as," and limiting contingencies with "although"

and "but" proved somewhat more difficult. Negative conditionals

with "unless" and utterances involving a distinction between

"ask" and "tell" proved extremely difficult.

On several types of structures there was evidence of

learning C.-1ring the course of the game, and an analysis of the

influence of one player on the other showed that on some

structures children were able to instruct each other, but on

others.instruction was of little value.

The results suggest that there are two aspects of

language development between the ages of 6 and 12 that merit



further study: a limited set of special signaling devices, of

which the logical connector8 form a major part, that serve to

enhance communication; and the expanding semantic system which,

as it develops, increases the ability of the child to make

finer semantic differentiations.



CHAPTER I

INTRODUCTION AND BACKGROUND

General Introduction

When the term "psycholinguistics" was coined about

fifteen years ago there was considerable optimism that

collaboration between linguists and psychologists would

answer many of the unanswered questions about the nature

of language, how language is learned, and the relationship

between language and thought. Structural linguists, who

had developed techniques for describing formerly unknown

languages, began applying similar techniques to known

languages in an attempt to gain deeper insight into their

structures. Concurrently, behavioral psychologists, who

had developed a schema for describing the behavior of

animals under controlled laboratory conditions, began

focusing their attention upon the complexities of human

behavior in an attempt to reduce them to manageable pro-

portions. The joining of forces of these two fields to

try to unravel the mysteries of man's most peculiarly

human form of behavior seemed to hold great promise.

Those psycholinguists who had studied the growth of

children's language ability recognized that a child's



ability to use language is well developed by age 6. In

his review in 1960 of research on language development

Carroll notes:

Language development is rapid in all respects. By
the age of about six, the average child has mastered
nearly all the phonemic distinctions of his language,
and practically all its common grammatical forms and
constructions -- at least those used by the adults
and older children in his environment. After the
age of six there is relatively little in the grammar
or syntax of the language that the average child
needs to learn (except to achieve a school-imposed
standard of speech or writing to which he may not
be accustomed in his home environment). (p. 338)

While this statement represented a consensus of opinion,

it evoked at the time little surprise or curiosity among

psycholinguists about how such a level of accomplishment

might be attained. They widely assumed on the basis of

the structural linguists' descriptions of language that

the learning task of the child is not unduly difficult

and that he learns his native language in a relatively

straightforward manner that could be sufficiently explained

on the basis of a small set of learning principles proposed

by behavioral psychologists.

The publication in 1957 of Skinner's Verbal Behavior

offered a definitive statement of behavioral principles

and appeared to provide a sound basis for research on

language learning that would yield revealing results in

a relatively short time. However, one serious dissent

served to muddy what were apparently clear waters. For

in the same year the publication of Chomsky's Syntactic
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Structures indicated that there existed sharply differing

views among linguists on the structure of lanquage and on

the most productive approach to describing that structure.

At the time this book was published few psycholinguists

realized that the implications of the approach to language

structure taken by Chomsky extended well beyond linguistics

to the heart of the behaviorist's assumptions both about

behavior in general and about verbal behavior in parti-

cular. Subsequently, with the publication in 1959 of

Chomsky's review of Verbal Behavior the issues became

more clearly drawn, and psycholinguists found themselves

involved in trying to understand deeper mysteries about

language that could be explained adequately only by the

creation of far more powerful and complex theories.

Chomsky emphasized that the most important aspects

of a person's knowledge of his language cannot be explained

sufficiently by observing and classifying only his language

behavior. The creative capacity of a language, that

capacity a person has for constantly uttering novel

sentences, sentences that he has never before heard or

spoken, cannot be accounted for if one's explanation is

limited to a relatively small number of observed utter-

ances. The generative-transformational analysis for the

syntax of language that Chomsky proposed attempted both

to account for the observed facts of language behavior

and to explain them within the framework of a theory of
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language that might account in some reasonable way for the

creativity of the system as well as for a speaker's in-

tuitive sense of such linguistic conditions as ambiguity,

grammaticalness, etc.

According to Chomsky's theory, the child of 6 who

has learned his language is not merely able to use it

well, but also has internalized a complete knowledge of

the structure or rules of the language. Though his

vocabulary may be limited by his knowledge of the world,

he can employ the structural resources of the language

to generate an infinite number of novel utterances.

Furthermore, the child attains this knowledge in a rela-

tively short time, with no obvious formal tutelage on

the part of adults, and before he is able to learn even

the simplest of logical operations. Partly because of

this deepened aw...eness of the linguistic accomplishments

of the child, considerable thought and research in psycho-

linguistics has recently been devoted to understanding

the process of language acquisition.

However, very little thought has been given to how

language development proceeds after the point at which

it can be safely assumed that the child knows his language.

A 6 year old child can hardly be considered an accom-
.

plished language performer. He has only begun to develop'

those abilities (perhaps we could call them strategies)

that he must learn in order to use his knowledge of



language as an efficient communication device and to be-

come a mature speaker of the language. Just as it is

clear that a 6 year old child can speak and understand

an almost infinite variety of sentences in his language,

it is also clear that a 12 year old child can effectively

express and understand a vast range of relationships that

can be signaled through his language. Therefore, an

assumption of the research reported here, an assumption

which also underlies all language arts instruction in

elementary schools, is that there is a significant growth

in verbal ability between the ages of 6 and 12. Further-

more, it is felt that this growth is a necessary and

integral part of language development and not, as

suggested above in the quotation from Carroll, merely

"to achieve a school-imposed standard of speech or

writing to which he may not be accustomed in his home

environment."

This study is not intended as an empirical test of

a well motivated theory of late language development, for

no theory of this kind presently exists. Nor is the study

intended to include all the possible aspects of develop-

111)
ment that would have to be considered in an adequate theory.

yr-0i In fact, the goal of this study is quite modest and highly

:: circumscribed. It attempts to take a close look at a

narrow range of utterance types that were selected mainly

on the basis of the investigator's hunches that they might



prove revealing of certain aspects of verbal growth be-

tween the ages of 6 and 12. More specific reasons for

this selection will be given in Chapter II. In addition,

the study attempts to show the value of a particular

methodology for investigating verbal growth. Since what

any researcher can learn about language is often highly

dependent upon the instrument he develops for his study,

it is hoped that the instrument and methodology chosen

and developed for this study, which are unique in certain

respects, may prove effective devices for other studies

of language behavior.

Before describing in detail the specific aspects of

language development that were examined in this research,

it may be valuable to look at a few types of psycholin-

guistic studies that have been carried out in the past

decade, as well as at a few earlier studies of language

growth that are particularly pertinent to the present re-

search. Just as the brief simplified outline of recent

psycholinguistic history given above was intended merely

to place all recent psycholinguistic research in some

general perspective, the discussion which follows is in-

tended to give a perspective within which the present

study can be seen and is not to be taken as an exhaustive

review of all the relevant literature.



Studies of Natural Productions

By far the greatest number of studies of language

development have been studies of production. Generally

speaking, these studies have sampled language behavior at

various points in the child's development and then have

subjected the data to various measuring devices and

methods of classification. The goal of these studies

has been to provide a picture of what verbal development

looks like from its beginnings to its full development.

However, despite a large number of fairly elaborate in-

vestigations, the picture has remained fuzzy and vague.

The early studies of LaBrant (1933), Davis (1938),

Smith (1944), Harrell (1957), and Templin (1957) have

recently been supplemented by the slightly more refined

studies of Strickland (1962), Menyuk (1963a), Loban (1963,

1966), Hunt (1965) and O'Donnell, Griffin and Norris

(1967). We know from these studies that as children get

older, the average length of their utterances increases.

Both Hunt, who studied only writing, and O'Donnell et al.,

who studied both writing and speech, have found that the

difference in utterance length between immature and mature

children is attributable to a decrease in the number of

very short utterances and an increase in comparatively

long utterances, the number of average length utterances

remaining about the same. While it is valuable to have

a quantitative index of verbal development, the amount



of effort that has been devoted to developing greater

precision for such an index seems out of proportion to

its value in helping

stant refinements of

may, as Hunt himself

diminishing value:

to explain verbal development. Con-

such an obvious indicator of growth

suggests (1965, p. 48) , be of

Sentence length is indeed a significant index of
maturity, but it is statistically less significant
than at least three others which have been examined
so far in this study. Any competent grammarian
should find T-unit length or clause length or
subordination ratio to be "objective," "quantita-
tive," and "reliable," though indeed not so "easily
determined" as sentence length.

In order to give a more qualitative picture of

language development, studies of language production have

also made elaborate classifications of language structures

and have reported the percent occurrence of particular

structures in the language samples of children at various

stages of development. Although recent studies have used

more refined classification schemes to supplement and

further elaborate the findings of early studies, and

although they have made strong claims for the advantage

provided them by adopting a particular grammar in making

such classifications, the resulting information does not

seem to justify the efforts, nor does it warrant the

claim that the adoption of any one type of grammatical

analysis leads to a greater sensitivity in classification

procedures. The names of the structures may be changed,

but the resulting classifications seem to be fairly com-

parable across studies.

1
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The purpose of classifying linguistic forms (e.g.

various types of clauses, their functions, and the words

that introduce them) and recording their frequencykof

occurrence in children's language is to find out what

particular constructions contribute most significantly

to the ability of older children to say more in each

utterance unit. Unfortunately, in most studies the

majority of constructions classified show virtually no

change in frequency of occurrence over the ages studied.

For example, in the study of O'Donnell et al. the authors

admit that their findings bearing on the sequential en-

largement of syntactic repertoires are inconclusive.

Furthermore, when changes are found, they are often more

puzzling than enlightening. For example, it is difficult

to explain why, in the study noted above, kindergarten

children use more relative clauses than children in grade

seven.

Studies of production have certainly made some valu-

able contributions to our knowledge of language growth.

For example, Hunt's T-unit does seem a more reliable

index of language growth than those used by prior in-

vestigators. O'Donnell et al. have suggested that language

development may not proceed in a linear fashion but may

occur in several spurts, one of which occurs at about age 6,

another at age 11 or 12. And Loban's qualitative finding

that children who had the greatest language power by all
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measures were also those who most frequently used language

to express tentativeness suggests a specific developing

ability that might be explored in greater detail.

However, there are a vast number of inherent limita-

tions to studies of production of this kind. The range

of speech situations that can be sampled must necessarily

be only a very small proportion of those which are possible.

Loban, for instance, used a structured interview situation

where children were asked to describe a set of pictures.

O'Donnell et al. asked the children to tell the story of

a film that they had just seen. It is rather obvious that

a child's way of talking in such circumstances will de-

pend to a very large extent on the particular type of

talk that is demanded of him. Furthermore, his manner

of speaking in front of an adult interviewer is liable

to be only one of the many modes of conversation that he

is learning to master.

It should not be surprising that, as noted above,

reporting the percent occurrence of various structures,

no matter how elaborately classified, is not very informa-

tive. There is really little reason to suspect that it

would be, for as all the studies indicate, children in

the age range of 5-12 produce virtually all of the classi-

fied structures at all ages. Though there is a tendency

shown for some types of structures to increase gradually,

sometimes even significantly, with age in relation to

other structures, there clearly exists an overall



relationship among structures in the language that is

probably more heavily reflected in any percentage figure

than the specific stage of development of an individual

or group of children. In other words, if one classifies

all the structures of English according to some system,

then for any sizable sample of English utterances there

will be a percent occurrence figure for each structure

that will remain fairly stable over samples of utter-

ances taken under similar conditions. The stability of

this relationship among structures is very likely to

overshadow by far attempts to measure differences, and

therefore any indicators of real differences are very

likely to be obscured. McCarthy (1946) criticized early

studies of this type on exactly these grounds, and her

criticism applies well to more recent research:

So many of the analyses to which language develop-
ment has been subjected, particularly the structural,
functional, and parts-of-speech analyses, involve
classification into percentages within a closed
system that relationships can only be inferred from
some of the shifts which occur in the percentages.
One change or trend in such a system inevitably
affects the other proportions, since all figures
are relative. The result is that, upon completion
of any one type of analysis, a set of values is
obtained rather than a single index of the child's
level of sentence structure or some other measure
which can be correlated with other indices. (pp. 542-

543)

An alternative method of studying language develop-

ment through children's productions has been to corduct

close analyses of the development of individual children

over time. Since Loban's study (1963, 1966) involves a
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single large group of children studied over successive

years, one would hope that some aspects of individual

growth might be discovered during the course of his re-

search. But so far reports have compared the total

group at one age with the total group at another age, and

therefore are subject to the reservations expressed above

about such comparisons. Furthermore, since Loban is at-

tempting to study a large number of children, it seems

doubtful that he will be able to gather enough informa-

tion on individuals to make analysis of individual 'growth

very revealing.

The value of longitudinal studies of language develop-

ment of individual children depends upon the thoroughness

of the study and the cleverness of the researcher. A

very large sampling of the individual's speech production

must be gathered over an extended period of time and in

a wide variety of language situations. Furthermore, re-

searchers have often found it desirable to construct

situations to elicit productions when they have felt that

it might prove to be revealing of certain aspects of

development. The most thorough and exhaustive study of

this type has been conducted with three children by Roger

Brown and his associates (e.g. Brown and Fraser, 1963,

Brown and Bellugi, 1964), and similar studies have been

conducted by Braine (1963) and Miller and Ervin (1964).

Notably, these studies have concentrated upon the early



stages of language acquisition (from 2 to 5 Years), be-

cause the older the child, the more data is necessary to

adequately represent his stage of development at any one

Iioint. Since it seems unlikely that it would be feasible

to study a child's language development between the ages

of 6 and 12 in the intensive r.anner Brown has employed,

alternative procedures need to be found for the study of

older children. The research reported here is an

attempt to suggest at least one such alternative.

However, working with very young children, while

limiting somewhat the range of language behavior that

must be accounted for, poses theoretical and methodologi-

cal problems of its own. As has often been noted, in

studying the language of an adult or ven a 6 year old

child, one can often find out what the individual means

by something he has said by asking him directly or by

questioning him indirectly. Very young children, howeve/,

are notoriously enigmatic, and direct attemots to elicit

clarifying verbal responses are usually unsuccessful.

When a young child says, "Brown doggie," it is often not

an easy matter to decide if he is making a statement about

the color of the dog, if he is telling vou to look at the

dog, if he is naming the four-legged animal in the room,

if he is calling the dog, etc. Furthermore, since very

young children's utterances tend to differ substantially

from well-formed adult utterances, it is not an easy



matter to decide when an utterance is well-formed for the

child. Though a number of theoretical objections have

been raised to the methods used in longitudinal studies

for describing children's productions (e.g. Chomsky, 1964

and Lees, 1964), the attempts that have been made to write

"grammars" for children at various stages of development

are certainly laudable, particularly when viewed as a set

of hypotheses about the child's ability, to be explored

further with other children in other contexts. In some

cases very close study of a particular linguistic form

as it emerges in the records of a child's language growth

will yield insights into how language comes to be. The

recent work of Bellugi (1967) on the system of negation

and of Cazden (1967) on noun and verb inflections would

indicate that close analysis of longitudinal data may

provide even more interesting hypotheses about language

development than emerge from a series of "grammars."

Studies of Elicited Productions

In some sense all studies of verbal behavior are

studies of elicited verbal behavior. Loban elicited verbal

responses with pictures, O'Donnell et al. asked children

to tell the story of a film, and longitudinal studies

have often attempted to elicit particular types of re-

sponses from the children under observation. However,

in this section we will consider a few studies that have

systematically employed specific techniques for eliciting
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Particular aspects of verbal behavior in order to under-

stand more fully a child's verbal ability at a Particular

point in his development.

Berko's study (1958) of the child's learning of

English morphology is prototypical of this type of re-

search. Her study concentrated on the system of rules

governing the use of inflexional suffixes that a child

must learn in order to make such distinctions as singular-

plural, present-past tense, etc. To test children's

ability to use these rules productively in novel situa-

tions, Berko designed a set of materials that asked the

child to provide appropriate inflections for nonsense

words. For example, the child was shown a picture of

an imaginary creature and told, "This is a wug." Then he

was shown a picture of two of the creatures and told, "Now

there is another one. There are two of them. There are

two The child's task was to fill in the appro-

priately inflected form of the nonsense word and thereby

to indicate his ability to apply a set of productive rules

that are highly general in the language. Among the

children studied (preschoolers and first graders), a

generally high level of ability was found for most items.

On about half the items a significant difference in per-

formance between the two groups was found. But, the

most significant contribution of this study was the clear

demonstration it provided of a rule-governed aspect of

language that has been fairly well internalized by the 5



or 6 year old child. Berko's technique of eliciting responses

from children seemed to hold. much promise for studying addi-

tional aspects of language development, but unfortunately there

are not very many pieces of the language system that can be

abstracted quite so easily from the system as a whole in order

to test a speaker's productive ability.

A different approach to the elicitation of verbal be-

havior in children has been adopted in several recent studies.

Despite skepticism about the role that imitation plays in the

process of a child's learning his language, there has been

some interest in studying the child's ability to imitate for

whatever light it might shed on the degree of control he ex-

ercises over his language. Implicit in studies of imitation

is the assumption that to imitate a sentence in the language

involves mental operations of a different order than would

be involved in sheer mimicry. Some species of birds and all

humans have the capacity to mimic patterns of vocal sounds

that are fairly long and complex. But only humans have the

capacity to speak an infinite number of utterances that are

identical in all respects critical for understanding to a pre-

viously spoken utterance. Whereas it cannot be denied that

a haman being, when asked to imitate a sentence of his language,

merely mimics the sounds he hears, it seems reasonable to assume

that he may.do more than that -- that he may in fact be making

full or at least partial use of his language speaking capabili-

ties in performing such a task.



Fraser, Bellugi and Brown (1963) designed a test for

eliciting verbal behavior from 3 year old children which in-

cluded three comparable language tasks, one of which was an

imitation task. Ten grammatical contrasts were chosen, partly

because previous longitudinal studies had indicated that

children did not produce them and partly because they could

be depicted pictorially. A grammatical contrast was defined

as occurring when two sentences differed in a single grammati-

cal feature. The children were asked to process the sentences

in three different ways: by imitating the sentence (Imitation)

by pointing to a picture corresponding to the meaning conveyed

by the sentence (Comprehension), and by pointing to a picture

and producing the appropriate sentence describing the picture

(Production). On the basis of the contrasts studied and the

particular tasks as defined, it was found that Imitation was

easier than both Comprehension and Production and that Com-

prehension was easier than Production. More interesting than

this finding was the indication provided by this study that

the combination of the three tasks (ICP) might be a valuable

methodology for intensive investigation of grammatical develop-

ment of children. For example, it was discovered that the

subjects in this study tended to interpret the subject-object

relationship in a passive sentence as if it were an active

sentence, suggesting incomplete mastery of ability to interpret

passive English sentences at age 3.
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The Imitation task, looked at across the ten grammati-

cal contrasts used in this study, did provide some information

about the children's ability. Because the Imitation task proved

to be always easier, with one exception, than the other two

tasks, the authors claimed that Imitation is merely a perceptual-

motor skill not dependent on comprehension. Yet the data also

showed that the scores on the Imitation task varied directly

with the scores on the other two tasks, a finding that suggests

that whatever aspect of structure caused difficulty on the

Comprehension task also caused difficulty, but to a lesser de-

gree, on the Imitation task. It is reasonable to claim, there-

fore, that the Imitation task and the Comprehension task both

make demands upon an aspect of language ability, call it inter-

pretation, that might be studied by the use of both tasks.

In any case, relegating Imitation to the realm of perceptual-

motor skills serves only to beg the important question of how

a child does imitate an English sentence. Had the authors

provided specific examples of the imitation errors made by the

children,some light might have been shed on this question.

A more intensive study of children's language abilities

that used imitation as an eliciting technique was carried out

by Menyuk (1963b). Selecting her sentence types on the basis

of a previous study of children's productions (1963a), she

asked nursery school and kindergarten children to imitate both

fully well-formed English sentences and a large number of

"restricted" forms (forms children had produced that deviated
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in some way from fully well-formed utterances). Her results

showed that there was no well-formed type that was not re-

peated by a significant number of children. Furthermore,

within the bounds of two to nine word sentences, success in

repetition was not dependent upon the length of the sentence

but upon the nature of the particular rules involved in

generating the sentence. More interesting was the finding

that only 13 of the 31 "restricted" forms were repeated by

a significant number of nursery school children and that most

of the nonrepetitions consisted of the children's correcting

the restricted form to make it well-formed. Where failures

in repetition did occur for well-formed sentences, they did

not appear to be random but could be accounted for on the

basis of what seemed to be the application of less sophisti-

cated grammatical rules. The study suggests that in the

process of repeating (imitating) an English sentence, children

do bring to bear on the task their capability to use language

and that therefore imitation may be a valuable method for

assessing language development. Also, the study showed that

imitation can be used effectively to explore the extent to

which the production of "restricted" forms by a child is in

fact a true indication of his ability to correctly process

these forms. If a child is capable of correcting his own

errors when given the opportunity, then it is likely that

they are merely errors and not indications of underlying and

more general deficiencies in his system of rules for generating

language.
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Imitation has also been used by Slobin and Welsh

(1967) to look at the language ability of one very young

child (2 years). Once again it seems clear that the errors

that a child makes in trying to repeat a sentence are not

random but are directly indicative of his ability to process

a sentence. Though their account of a single child's repeti-

tions of a variety of structures is at best thought provoking,

they demonstrate that the technique can well be applied more

generally to very young children with potentially interesting

results.

One variation on the basic imitation technique has

been employed by Rui (1967). She asked children to "model"

certain types of structures to see if they fully controlled

the ability to transform one version of an utterance into

another version of the utterance. Two experimenters modeled

a particular transformation for the child until the child

seemed to understand what was required. Then one of the ex-

perimenters would say one form (e.g. "The dog bit the boy."),

and the child would be asked to supply the variant form (e.g.

"The boy was bit by the dog."). Several transformation types

were used to see if differences in performance could be found

between middle class and lower class children. Though the

results were inconclusive, the modeling technique seems to

merit consideration, particularly when studying children be-

yond the age where the use of imitation is likely to be

informative.
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In summary, it can be said that using imitation as a

technique for eliciting verbal responses shows considerable

promise, particularly when applied to very young children

(below the age of 4). In fact, it may be the only available

technique for getting such young children to make what amount

to "grammatical judgments." However, the value of the tech-

nique undoubtedly decreases drastically with children much

beyond the age of 5 who are largely in control of their

language. Complicating the imitation task by masking the

stimulus sentence with noise or by introducing delay before

the subject's response may be techniques that could be used

with older children as they have been used in perception and

recall studies with adults (e.g. Miller and Isard, 1963, Savin

and Perchonock, 1965).

Studies of Comprehension

Miller (1964) notes that there are at least six differ-

ent things a listener can do with a spoken utterance that psy-

cholinguistics might hope to explain: he hears it, he matches

it with his phonological system, he accepts it as a structurally

well-formed utterance, he provides an interpretation of the

utterance, he understands it largely on the basis of contextual

information surrounding it, and he believes it (makes value

'judgments about it) on the basis of his own relationship to it.

Though each of these operations merits study in its own right,

the fourth -- the process of interpreting an utterance has
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been of particular interest in recent research and still

remains largely unexplained. In fact, in 1962 Miller himself

argued strongly for psycholinguistics to focus its study upon

the process of comprehension, rather than on the processes

of learning and memory, and he advanced a strong proposition

for psycholinguists to ponder: "We cannot understand a

sentence until we are able to assign a constituent structure

to it" (p. 751). The problem then, given that a person hears

an utterance and accepts it as a structurally well-formed

utterance in his language, is to determine how he analyzes

the utterance and how he provides an interpretation for this

analysis that leads to comprehension.

Most recent studies of comprehension (and a few re-

lated studies on the coding and storage of syntactic structures

in memory) have been conducted with adult subjects and have

focused their efforts on exploring a derivational theory of

complexity (DTC) proposed by Miller (1962). Miller suggested

that both understanding and remembering an utterance required

that the utterance be recoded in some fashion. In 1956 in re-

viewing research on a person's span of absolute judgment and

immediate memory, Miller had noted that memory imposes severe

limitations on the amount of information that one can absorb

and process. But by recoding information into more manageable

chunkg, a person is able to overcome this basic limitation.

Miller points out that, "In particular, the kind of linguistic

recoding that people do seems to me to be the very lifeblood

of the thought processes" (p. 95).
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Assuming, then, that remembering a sentence of a language

does not consist of remembering the precise sequence of sounds

or words of a given utterance, Miller (1962) proposed a "schema-

plus-correction" model based on direct analogy with Chomsky's

early formulations of a generative transformational grammar

(1957). Chomsky suggested that underlying every surface con-

figuration of a sentence there is an underlying "kernel" form

(or set of "kernel" forms) which conveys the fundamental sense

or meaning of the utterance. Kernel forms and surface con-

figurations are related by a set of transformational rules.

Originally stated, Miller's hypothesis said that what is re-

membered of any utterance is the underlying kernel form of

that utterance plus a set of footnotes indicating what opera-

tions (transformations) to apply to the kernel form to generate

the original utterance. To give a very simple example, an

utterance like, "The ball was hit by the boy," would be stored

in memory as the kernel form, "The boy hit the ball," plus a

footnote "P" indicating that if the person were asked to re-

peat the sentence, he should apply a passive transformation

to the kernel form.

This type of thinking led quite naturally to the

suggestion of a theory of complexity -- that the complexity of

a sentence is directly proportional to the number of operations

(transformations) necessary to generate the sentence from its

underlying kernel form, or, in the case of understanding a

sentence, to reduce an utterance to its underlying kernel form.
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Such a derivational theory of complexity tended to impute

to Chomsky's notion of a grammatical transformation the

psychological reality of a mental operation. It seemed to

many researchers that even if the suggested analogy between

grammatical transformations and mental operations were not

perfect, such a relationship would be worth testing for

whatever heuristic value it might have.

Such speculation about the processes of understanding,

of coding and storage for memory, and of the derivational

theory of complexity led to a number of studies beyond those

discussed briefly in Miller (1962) (e.g. Mehler, 1963, Marshall,

1964, Clifton, Kurcz and Jenkins, 1965, Gough, 1965, Savin and

Perchonock, 1965, and Slobin, 1966). Within the limits of the

types of structures studied, but over a variety of experimental

techniques, predictions of the derivational theory of complexity

are supported by the experimental results. In other words, the

complexity of sentences of the types studied, in terms of some

measure of mental activity used in understanding or remembering

them, is directly predictable from a knowledge of the number

of transformations needed to generate them. While such re-

sults do not prove that transformations as set forth in a

grammar are direct representations of operations in the head,

they do argue for the psychological reality of some set of

processes directly analogous to grammatical rules of the

generative-transformational type.
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Unfortunately, there are both practical and theoretical

limitations to these studies and to this type of approach to

language performance. These limitations are discussed at

length in Fodor and Garrett (1966), and we shall not discuss

them in detail here. However, a few observations are pertinent

to our general concern about studies of children's language de-

velopment. First, as Fodor and Garrett (1966, 1967) suggest,

these studies avoid the question of how sentences are inter-

preted. While they do show that there is differential diffi-

culty among certain sentence types and that the relative level

of difficulty is predictable from the grammatical derivation

of the sentence, they do not tell us how it is that a person

knows what particular strategies to apply to a sentence to in-

terpret it. Fodor and Garrett suggest that the surface structure

of an utterance contains "markers" (both of a lexical and

structural nature) that provide for an individual "clues" to

possible interpretations (candidate deep structure analyses)

and provide a means for deciding upon a particular interpreta-

tion from among those that are possible. The complexity, then,

of a given utterance of other than the most simple types may be

largely a function of the extent to which surface structure clues

are available to aid the interpretation process.

Another problem with the DTC studies that significantly

limits their credibility, not in terms of the results obtained

but in terms of the extent to which the results can be general-

ized, is that all of the studies investigated only an extremely
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limited range of construction types. In fact, the transforma-

tions used exclusively in all but one of the studies were

those described by Chomsky (1957) as optional singularies:

the passive, the negative, the question, and combinations of

these three (Savin and Perchonock, 1965, added the emphatic

and WH transformations). Why, one is caused to wonder, should

the development of a theory of language complexity be approached

by studying structural forms that are, by anyone's intuitions,

extremely simple? Slobin (1966), in the only study of this

type involving young children, found that 6 year old children

understand well all of these forms and that large differences

in performance over age are not discernible,

However, if one wishes to extend studies of DTC to

more complex utterances, it is not at all clear how to pro-

ceed. Whereas in 1957 the status of transformational rules

in the grammar seemed reasonably well established, current

thinking (e.g. Chomsky, in press) suggests that decisions

about whether certain types of structures are to be handled

by transformational rules or by phrase structure rules are

both crucial and very much at issue. For example, certain

versions of the grammar (e.g. Rosenbaum, 1967) would have

adjectives inserted into strings by the operation of three

transformational rules. According to DTC the insertion of a

single adjective into the sentence, "The boy was good," to

form the sentence, "The nice boy was good," would increase

the complexity of the latter sentence by a factor of three.



-27-

Such a prediction is clearly counter-intuitive and was shown

to have no empirical support by Fodor and Garrett (1967).

If DTC were to accept such a grammatical description of ad-

jective, which may or may not be the best one, it would be

forced to differertiate somehow between grammatical opera-

tions in general and those particular grammatical operations

that count for complexity a distinction not easy to make

on any a priori grounds.

Largely for these reasons, a portion of the present

study owes its motivation to the work of Fodor and Garrett

(1967) and Fodor, Garrett and Bever (1967). A more complete

description of their studies, along with specific details of

how the present stUdy is relevant, will be presented in

Chapter II. Suffice it to say at this point that their ap-

proach to the problem of how sentences are understood seems

to offer more promise than the approach taken in studies of DTC.

There have been a few studies of children's comprehension

of sentences that deserve some consideration. In the study

by Slobin (1966), referred to above, children aged 5, 7, 9 and

11 were asked to verify, by responding true or false, whether

a given sentence described a picture. While Slobin's results

were similar to those obtained in other DTC studies, a couple

of his findings are both slightly different and interesting.

His pictures included some actions that are "reversible," that

is, either party depicted could logically serve as the actor

or the recipient of the action (e.g. a cat chasing a dog).
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and some actions that are "nonreversible," that is, where the

recipient of the action could not logically serve as the actor

(e.g. a girl watering flowers). With the nonreversible situ-

ations, he found no difference between active and passive

sentences either in the positive or negative cases. This

suggests that when it is clear from semantic constraints in

the sentence who the actor must be, reversing the order of

subject and object by passivizing has no appreciable effect

upon understanding. Such semantic effects cannot be accounted

for by DTC and are more in line with the suggestions put forward

by Fodor and Garrett. Furthermore, DTC is not able to account

for the difference Slobin found between negatives (more diffi-

cult) and passives (less difficult). In the end Slobin

suggests that one must consider semantic and pragmatic factors,

as well as syntactic ones, in accounting or performance.

The particular task Slobin used, asking a child to

make a binary decision (true-false) about the relationship of

a sentence to a picture, is very similar to the comprehension

task employed in the Imitation, Comprehension, Production

studies of Fraser, Bellugi and Brown (1963) described above.

In the latter case children were asked to make a binary de-

cision between two contrasting pictures, one of which depicted

the action described by a sentence. Such binary choice situa-

tions may have the advantage of giving unambiguous experimental

results, but they provide only a very limited amount of informa-

tion about precisely what the child understands by a given
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utterance and how he understands it. Furthermore, such simple

choice situations are almost impossible to design for relative-

ly complex utterances involving more than very simple dis-

tinctions.

Probably the most interesting, but at the same time

the most difficult to interpret, studies of children's compre-

hension have been carried out in what closely approximate

normal communication contexts. Generally, the experimenter,

while interacting with the child, will introduce into the

communication context certain types of utterances in which

he is interested and systematically note the child's responses,

Some examples of research of this type can be found in the

Russian literature. For example, Luria (1959a) investigated

the extent to which verbal commands influence the behavior

of children from age 1 1/2 to 6. He found that up to age 3

or 4 the relation between verbal commands and children's

actions was very unspecific. At 3 to 4 years, with children

of kindergarten background, speech appeared to have a system-

atic impulse value, but significant distinctions made in speech

were often not observed in the child's behavior (e.g. the

commands "press" and "don't press" led to identical behavior).

Only at ages 5 to 6 did he find that the child's behavior be-

came totally regulated by language.

Smith (1966) also studied 2 year old children's response

to various types of verbal commands. She compared normal com-

mands with telegraphic commands and both of those with commands



-30-

in which nonsense words were inserted (e.g. Throw me the ball,

Thraw ball, and Rent fuma ball). Behaviors of various types

were noted, but on all types the normal commands produced a

significantly greater number of appropriate responses than

the telegraphic commands, and the telegraphic cammands were

better than the nonsense. Contrary to the results of Luria,

Smith's findings suggest that children as young as 2 years

respond to many of the distinctions expressed through language.

Various traditional tests of intelligence and of verbal

development (most recently the Illinois Test of Psycholinguistic

Abilities) include components that attempt to measure children's

comprehension ability. Though the tests seem adequate as means

of rating children's gross abilities and comparing children on

the basis of these ratings, they do not supply very specific

information about children's language and how it develops.

Furthermore, they are clearly tests, and it is doubtful that

even an experienced psychologist can make them seem otherwise

to children. At best the results of such tests should be

treated as only very rough indicators of very general abilities.

The study of comprehension to be described here is in

part an attempt to devise a research technique that will permit

the study of a variety of utterance types within a framework

that is open enough to allow a wide range of responses, yet

not so Open that responses are impossible to interpret. Sub-

sequent creative use of techniques of this type may help to

provide a more complete picture of language growth than is

presently available.
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Studies of Language and Thought

No discussion of studies of language development would

be complete without some attention to closely related studies

of the development of cognitive processes in children. At all

stages of development language and thought are constantly in-

teracting, and it is impossible to separate the study of one

from the study of the other. In fact, that we talk about them

as if they were essentially different may be as much an arti-

fact of our limited understanding as a reflection of real

difference.

Probabiy the most intriguing suggestion about the re-

lationship between thought and language is that advanced by

Vygotsky (1962). He proposed that as a child develops, his

functioning speech system becomes largely internalized as

inner speech, a highly compressed form of external speech:

"Inner speech is to a large extent thinking in pure meanings.

It is a dynamic, shifting, unstable thing, fluttering between

word and thought, the two more or less stable, more or less

firmly delineated components of verbal thought."(p. 149).1

formulation attempts to account for the fact observed by both

Vygotsky and Piaget (1955) that young children outwardly

verbalize their thinking, while older children and adults

It is interesting how closely Vygotsky's description

of inner speech seems to come to Chomsky's concept of deep

structure (1965). It is conceivable that deep structure of

language not only is the basis for the elaboration of meaning

into surface structure forms but also is itself a level on

which mature people "think" in terms of fundamental meaning

relationships.
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internalize much of theirs, except when communicating with

other speakers.

There is certainly considerable evidence to suggest

that a very large portion of human thought (and perception,

for that matter) is filtered through the language system. For

example, Glanzer and Clark (1963a, 1963b) suggest that it is

not reasonable to talk about the complexity of a stimulus per

se. Complexity must be thought of as characteristic of an

individual's response to a stimulus and seems to be best re-

flected by his ability to organize the stimulus verbally. The

experimental results that Glanzer and Clark obtain to support

this position are based upon a major assumption that their

subjects' outward verbalizations are an accurate reflection

of covert verbalizations.

Luria (1959b) in reviewing Russian studies of language

and thought takes a position very similar to that of Vygotsky.

After citing many studies of the ways in which spoken language

modifies and influences the cognitive development of the child,

he notes:

Indeed, the evolved nondirected speech of the
child is gradually condensed, becomes fragmentary,
begins to appear only occasionally, is sometimes
replaced by whispers, and is gradually transformed
into that contracted, congealed, internal speech
which participates in all mental acts. (pp. 565-6)

Much of the work of Piaget is extremely important for

thorough consideration of the development of thought and language.

His first general study of the subject (1955) explored the
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functions of speech in young children and some of its parti-

cular forms. The major purpose of this study was to propose

a theory of egocentric speech (speech largely devoted to ful-

filling the needs of the individual himself) and to suggest

that the beginnings of logical thinking in the child could be

associated with a decrease in egocentric speech behavior and

an increase in speech that related the child as an individual

to other children. Simply stated, the growth of reasoning

ability in the child seemed closely associated with the devel-

opment of an ability to engage in a true dialogue.

In a subsequent study of children's thinking (1964),

Piaget explored in depth the developing ability of the child

to express certain types of logical relationships. He found

that while a French speaking child is capable of using the

word parce que (because) from the age of 3 or 4, up to the

age of 7 or 8 he uses it infrequently and equivocally to ex-

press a wide range of undifferentiated relationships such as

cause, time, or sequence. More generally, the child often

seems to feel relationships but does not seem able to differ-

entiate them in verbal terms and therefore expresses them

through a strategy Piaget calls juxtaposition. Juxtaposition

consists of placing one sentence next to another with no

signal of any relationship or simply conjoining two sentences

with "and." However, between the ages of eight and twelve,

as the child increasingly participates in true dialogues, he

begins to make relationships explicit.
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Using a technique that required children to complete

sentences, Piaget studied intensively the types of relation-

ships children express by certain logical connectives (be-

cause, therefore, but, although) as their ability to make

relationships explicit matures. He found, for example, that

as "because" becomes differentiated from "and," it is first

used to signal relations of physical causality, then to

signal relations of motivation or psychological causality,

and finally to signal relations of logical justification.

By age 12 then, the child has learned to express at least

three distinct types of complex relationships with a single

syntactic structure. Similarly, Piaget found that although

the conjunction "but" is used loosely by young children, it

is not differentiated as a term for expressing logical dis-

cordance until the child is close to 12. At this point

"although" also comes into use indicating, Piaget suggests,

that the child's understanding of causality has developed

to the point that he can now express the idea of exception

to causal relations.

Piaget's intensive study of children's use of logical

connectors that signal causal relationships prompted the in-

clusion in the present study of a range of logical connectors

that signal conditionality or contingency. However, where

Piaget elicited productions from children by asking them to

finish incomplete sentences, the present study requires

children to indicate comprehension of various utterance types.
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The rationale for the procedure used will be presented in

Chapter II.

Intensive studies of the developing relation between

language and thought in children pose many questions that re-

quire further study. While it has been argued that language

directs thought and is therefore essential for understanding,

a few recent studies suggest that although explicit verbaliza-

tion of some concept or relation can often help to prepare an

individual for understanding it, understanding often emerges

prior to an ability to express the concept or relation expli-

citly (e.g. Mehler and Bever, 1967, Sinclair, 1967). Our

educational practice, with regard to children's verbal and

cognitive development, assumes that a child really under-

stands some concept only when he can express it verbally in

a clear, coherent, logical, and grammatically correct manner.

Thus, curriculums are geared toward developing verbal facility

and sophistication, and measurement of a child's development

is conducted in almost totally verbal terms. Similarly,

the problem of poorly educated youth in our nation's ghettoes

has been increasingly viewed as a problem of language depriva-

tion, and remedial programs have been suggested that focus

heavily on language improvement as a critical means for

fostering cognitive growth. To what extent such a strong

emphasis upon language per se is justified deserves careful

consideration. It is possible that our assumption of the

primacy of language in the overall development of the child
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has led us to an over-simplified view of an obviously complex

process. A more comprehensive and insightful understanding

of how children learn and grow and of the role language plays

in development would certainly serve to enrich both our

schools and our children.



CHAPTER II

EXPERIMENTAL DESIGN

General Approaqh

Of the many change.s that take place as a child grows

up, there are three that contribute decisively to his growth

as an intelligent human being. His world is constantly ex-

pandina, rather dramatically at birth, more slowly durina

infancy, and again dramatically when he goes to school.

Each step of the way there are not only novel things, events,

and feelings, but there is also an expanding set of rela:::ions

or contingencies among them. Concurrently, the child's

ability to relate himself to the world is quickly developing.

He segments and organizes the world by applying to it an in-

creasingly sophisticated set of strategies, the most powerful

of which is that made possible by his language. Finally, as

his world expands and his ability to understand it deepens,

he engages increasingly with other human beings, people whose

primary means of interaction is verbal.

When a child enters school at about age 5 or 6, the most

significant change he must cope with is the tremendously expanded

range of other human beings, children and adults, he is asked

-37-
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to relate to. While language is one of the best devices he

has for handling the situation, he is not accustomed to

using language as a primary means of interaction and has only

begun to explore the wide range of communication patterns his

language makes available Before school, within the frame-

work of shared understandings, experiences, and feelings

that characterized his life with his family and close friends,

intentions, ideas, and feelings could often be conveyed suc-

cinctly and elegantly in very brief, unelaborated verbal ex-

pressions. Understanding among individuals could largely

be assumed. In a world of strangers such an assumption is

no longer valid, and the child entering school is faced with

the task of learning how to verbally elaborate his intentions

to make his meaning considerably more explicit.
1

This study was conducted to explore the ability of

children from 6 to 12 to understand certain relatively complex

relationships as they are commonly signaled syntactically in

our language. Underlying the study is the hypothesis that

development in language performance during this age range is,

in some measure, a function of a growing ability to comprehend

the precise meaning of a variety of structural signals and to

produce them in appropriate situations. The young, verbally

immature child can, of course, signal certain types of

relations through his language: subject-verb-complement

relations, adverbial relations of place, time, manner,

etc., adjectival relations that attribute qualities, etc.

1This analysis is partially based upon Bernstein's
theory of elaborated and restricted codes. See Bernstein
(e.g. 1961, 1967).
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Characteristically, however, his ability is confined within the

limits of simple active declarative sentences. When he wishes

to express more complicated relations, relations that tend to

stretch the bounds of a simple sentence, he typically conjoins

or juxtaposes related thoughts, expressed in simple sentences,

without specifically signaling whatever relationship he in-

tends. For example, if a child says, "I like ice cream. I

want cake for dinner," it may not be entirely clear what

his intention is. But if he says, "I like ice cream, but I

want cake for dinner," his mother can be reasonably sure

that he wants only cake and not both cake and ice cream.

However, such examples are trivial, and, when taken

out of the context that naturally surrounds them, can be

misleading. Rarely in normal discourse does the meaning of

what one is attempting to convey hinge upon any one signal.

Communication is accomplished through language partly be-

cause it is a system that can mulitply redundancies. Or, to

put it another way, language is a system that does not at-

tempt to convey too much information at once and frequently

reinforces whatever information it is conveying. For in-

stance, if one says, "It is raining out. I am going to wear

my coat," the contingency relationship between the two state-

ments is quite clear. To signal the relationship in some

way, such as, "Because it is raining out, I am going to wear

my coat," 4s not entirely necessary, but such redundant
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signaling may facilitate understanding.
2 Therefore, even

though it can be maintained that in normal discourse explicit

signaling of relationships is often not totally necessary,

it tends to increase the likelihood that communication of

one's intent will be accompiished and understanding will be

achieved.

On the other hand, because language is a system that

also has the potential for multiplying ambiguities, explicit

verbal signals are often the only means of resolving what

would otherwise be ambiguous statements. And in special

forms of verbal communication, particularly writing, care

must be taken to provide such explicit signals because other

signaling devices such as intonation and gesture are lost

and because there is no opportunity to modify one's verbali-

zations in the light of immediate feedback from a listener.

One of the most frequent complaints teachers make

about children is that children don't understand instructions.

All too often, the problem is that the child just doesn't

hear or isn't paying sufficient attention to hear the in-

struction clearly. Furthermore, more often than teachers are

usually willing to admit, their instructions are unclear and

confusing. Nonetheless, there is probably some legitimate

basis for the teacher's complaint, for young school age

children, while clearly in command of the language system,

have only just begun to develop an understanding of the vast

2Rui (1966) makes this point in her analysis of
children's comprehension of conjunctions.
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range of expressive tasks to which the system can be applied

and the specific devices (poth linguistic rules and social

conventions) that are used by mature speakers to aid com-

munication.

To what extent, then, have children between the ages

of 6 and 12 developed in their ability to understand some

of the ways in which mature speakers explicitly signal rela-

tionships? The study described here is an attempt to begin

to answer this question by closely exploring a very small

number of utterance types. As noted in Chapter I, such a

study can be only a snapshot of a very broad and complex

range of phenomena. In limiting our study to evidence of

the child's ability to comprehend utterances, we are assuming

that comprehension, as defined by the experimental situation,

is sufficient grounds for ascribing "knowledge" to the child.

Although it is not always possible to give evidence that a

child who understands a particular utterance is also capable

of producing that same utterance to express the same idea

in an appropriate situation, we can be relatively certain

that comprehension at least indicates that the child has

reached a point in his development that is prior to and

necessary for production.

Since comprehension must be measured in terms of

some response on the part of the subject, certain assumptions

must be made if valid inferences about comprehension are to

be made on the basis of these responses. It must be assumed

that the child both pays attention to the utterance and

hears it correctly. It must also be assumed
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that a child's response is a direct reflection of his under-

standing of the utterance and cannot be attributed either to

a reluctance to respond or to understanding or misunderstanding

caused by factors extraneous to the utterance itself. While

we must make these assumptions in this study, special effort

has been devoted to designing an experimental situation that

makes them less questionable than has often been true of

studies of comprehension in the past.

Structures Studied

The utterances included in this study can be divided

into four distinct types on the basis of the syntactic de-

vices employed to signal the intended relationships. The

first type is composed of simple-active-declarative utterances.

The second type is composed of utterances that employ specific

logical connectors to signal complex logical relations. The

third type is composed of utterances that employ distinct

verbs to signal distinct complement relations, but where the

relation is complicated by the absence of a helpful,but

structurally redundant, signal of pronominal identification.

And the fourth type is composed of utterances that employ

relative pronouns to signal the complex subject-verb-object

relations of self-embedded sentences. We shall discuss each

of these types in detail.
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Type I - Simple Statements. Several simple-active-

declarative utterances were included in the study in order

to compare other forms to them. The three following types

were included (Examples are taken from the actual instructions

used in the game that served as a testing instrument. See the

description of the game below and the complete set of in-

structions in Appendix A.):

I-Al: Simple statement - one space.
Ex: "You may move a circle one space."

I-A2: Simple statement - two spaces.
Ex: "You may move a square two spaces."

I-A3: Simple statement with choice - one space.
Ex: "You may move either a circle or a diamond

one space."

I-A4: Simple statement with choice - any space.
Ex: "You may move any piece to any space on the

board."

Type II Logical Connectors. The English language possesses

an extremely wide range of logical connectors that permit the

individual to express relations both within sentences and be-

tween sentences. Studies of the productions of children have

shown that low frequency use of such connectors (coordinate

and subordinate conjunctions, some adverbs, and various sentence

connectors - but excluding "and") is an indicator of verbal

immaturity (e.g. Labrant, 1933, Watts, 1944, Harrell, 1957,

'Loban, 1963 and 1966, Cazden, 1966-1967 and Weathersby, 1967).

Piaget (1964) and Rui (1966) both used sentence completion

paradigms to elicit responses to certain forms from children,
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and Watts (1944) devised a pencil and paper test of compre-

hension for a large number of forms that is used by Loban

(1963 and 1966) to supplement his production data. With the

exception of the work by Piaget that we described in some

detail in the first chapter, none of these studies looks care-

fully at how understanding of a particular form develops or

at how understanding of various forms compares across forms.

The choice of particular forms to be used in this re-

search was determined in part by the nature of the test (see

below) and in part by the author's prior experience in using

the test as an instructional game with 7 to 9 year olds (mostly

lower class) in two summer programs in the city of Boston.

In general, the author observed that utterances expressing

contingency relationships (various forms of the conditional,

in particular) posed problems of interpretation for the

children. Therefore, it was decided to look most thoroughly

and intensively at utterances expressing conditionality,

to compare them with utterances expressing temporal and

limiting contingencies,and to contrast both with simple-

active-declarative statements,as well as with the other two

form types included in the study and described below.

The English language has many ways of expressing con-

ditionality. Using "if" as a signal to introduce a subordinate

clause is undoubtedly the most common form, but numerous other

forms are possible. For example,Curme (1947) gives the following:

I will come provided that I have time.
I do not care so long as you are happy.
I will be there in case you want me.
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He is fierce once he is angered.

He also notes many abridged forms and forms where the "if"

clause is replaced by other constructions. For example, all

of the following convey conditionality:

Raised in a better home, he would have succeeded.
Strictly speaking, that is not true.
To judge by his appearance, he is a gentleman.
Conditions being favorable, he might live.
Without him, I would be helpless.
Any boy who did that would be laughed at.

Recent grammatical formulations have not attempted to

treat such expressions of conditionality, largely because the

relationship expressed derives from two separate sentences,

a question and a response, joined together because of their

conceptual relation, the relationship then being signaled by

some special form (e.g., "if").
3 Clearly, the sense of the

1

conditional is that it asks a question, the answer to which

conditions the following statement. For example, the con-

ditional, "If it is nice tomorrow, I will go," asks a question,

"Is it going to be nice tomorrow?" The answer to this question

determines whether or not the action expressed in the main

clause will be undertaken. The same type of relationship exists

between the following two sentences, although it is not expli-

citly signaled: "Is the movie good? I will go see it."

It is interesting to note that certain forms for ex-

pressing conditionality preserve the syntactic form of a

question-statement. That these forms generally are in the

3I am indebted to Professor Wayne O'Neil for this
suggestion.
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subjunctive mood and therefore sound slightly archaic or

poetic suggests the possibilitl. that they are older forms in

the language, perhaps even forerunners of "if" forms.
4 For

example, the subordinate clause in each of the follow.Ing

conditional sentences has the word order of a standard English

question (i.e. auxiliary verb - noun - verb - complement

or be - noun - camplement):

Should he go home, he will get dinner.
Had he known it, he would have come.
Be he a man, he will fight.
Were he honest, he would pay.

Piaget (1964) suggests, as noted in Chapter I, that

the growth of logical thinking in the child can be traced to

the time when language begins to serve less of a strictly

egocentric function and when the child begins to use language

as a means of communicating with others. Logical thinking,

he suggests, grows out of a dialogue. Vygotsky (1962) would

add that as dialogue develops, it also becomes internalized.

We have tried to show above that the conditional may be seen

as a brief dialogue form, a special way of coding a close re-

lationship between two thoughts that "communicate" with each

other. Therefore, it might be argued that the growth of con-

ditional thought in the child depends upon the internalization

of dialogue forms that express conditionality.

Also, as noted in Chapter I, Loban (1963, 1966) claimed

4Watts (1944) suggests that many connectives appeared
rather late in the history of the language (e.g. "although"
appeared first in 1325 according to the Oxford English Diction-
ary) and that their appearance in children's speech roughly
follows the order in which they came into the language. "If,"

according to the OED, may have entered the language through
the Old Norse subrjative which signified doubt or hesitation.
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that those children who most frequently used language to ex-

press tentativeness were the ones who also had the greatest

control over language as measured by other indices. Since

expressions of conditionality are one of the major resources

the language has for expressing tentativeness, the child's

ability to understand and use such expressions may be a major

factor in his linguistic and cognitive growth.

To investigate how well children between the ages of

6 and 12 understand various types of conditionals, we included

the following types in the study:

II-D1:
Ex:

II -D2:

Ex:

II -D3:
Ex:

Conditional with "if" initial - one referent.
"If you have a circle, you may move it one

space."

Conditional with "if" initial two referents.
"If you have a diamond, you may move a tri-

angle one space."

Conditional with "if" final two referents.
"You may move a square one space if you have

a circle."

II-D4: Conditional, subjunctive with "should" initial

one referent.
Ex: "Should you have a circle, you may move it

one space."

II -D5:
Ex:

Conditional,
"Do you have
it one space.

question form -
a large piece?

one referent.
Then you may move

It has often been noted that children, as well as

adults, have greater difficulty in interpreting verbal ex-

pressions involving negatives than in interpreting corresponding

affirmative expressions (e.g. the studies of Wason, 1959, 1961,

and Slobin, 1966). For this reason two kinds of negative

MM.
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conditional utterances were included in the game to compare

with the affirmative cases and with each other. The first

kind involved inserting a "not" in the subordinate clause to

give the following:

II-El: Conditional with "if + not" initial two
referents.

Ex: "If you do not have a large piece, you may
move a circle one space."

II-E2: Conditional with "if + not" final two
referents.

Ex: "You may move a square one space if you do
not have a circle."

Functionally equivalent to utterances with "if + not" are

utterances where "if + not" is replaced by "unless." If inter-

preted correctly, the following utterances would elicit the

same responses as the utterances of Type II-E above:

II-Fl: Conditional with "unless" initial - two
referents.

Ex: "Unless you have a large piece, you may move
any piece two spaces."

II-F2: Conditional with "unless" final - two referents.
Ex: "You may move a circle two spaces unless you

have a large piece."

Summarizing, four forms of the affirmative conditional

were employed ("if" [one referent], "if" [two referents],

should, and question'. Two forms of the negative conditional

were used ("if + not" and "unless"). And, where appropriate,

the subordinate clause was placed in both initial and final

positions.

Utterances expressing temporal contingencies are

very closely related to conditionals in conceptual terms. The

two sentences, "I will meet him if he comes," and "I will
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meet him when he comes," both express the fact that the act

of meeting someone is contingent upon an action of that

person. However, there does seem to be a substantial grammati-

cal difference. As noted above, the conditional may best be

thought of as the result of combining two sentences, a question

and a statement. Temporal contingency, on the other hand, is

expressed within a single sentence by a sentence adverbial.

For example, the sentence, I will meet him when he comes,"

has the same deep structural pattern as the following

sentences:

I will meet him later.
I will meet him tomorrow.
I will meet him the day after tomorrow at two o'clock.

Because expressions of temporal contingency employ only a

normal single sentence structure, it might be argued that

they would be easier to interpret than conditionals which link

two distinct structures together. Therefo/e, for comparison

with the conditionals given above, four types of utterances

expresSingtemporal contingency were included in the study:

II-Cl: Temporal contingency with "before."
Ex: "Before you move a diamond one space, you

must move a circle one space."

II-C2: Temporal contingency with "after."
Ex: "After you move a triangle one space, you

may move a square one space."

II-C3: Temporal contingency with "when."
Ex: "When you have moved a triangle one space,

you may move a circle one space."

IIC4: Temporal contingency with "as soon as."
Ex: "As soon as you have moved a circle one space,

you may move a triangle one space."
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It can be objected that there is some ambiguity in

these instructions. For example, the instruction, "After you

move a ti;-t4-xle one space, you may move a square one space,"

be iAtazAZsted to mean, "First move a triangle one space

:)TIA tImn iQ7e t. square one space," or it can be interpreted

to MtPene 'When the opportunity is presented to you to move

a t)rian:;':,4a-?. omi space, then and only then can you also move

a square o:ae space." In developing the game, the author

found that cLildren did not sense this ambiguity and inter-

preted all instructions of this form as meaning that they

could make both moves if they made them in proper sequence.

It is worth noting, however, that since these instructions

do require the children to make two moves, they differ from

the conditionals which only require one move.

Another type of contingency that can be imposed upon

action is limitation, often signaled by conjunctions of logi-

cal discordance (frequently called adversatives). Two distinct

forms of expressions of limiting contingencies were included

in the study in order to compare them with the conditionals and

temporal contingencies.

II-B1: Limiting contingency with "although" initial.
Ex: "Although you may not capture a piece on

this move, you may move a triangle to any
space on the board."

II-B2: Limiting contingency with "although" final.
Ex: "You may move a square to any space on the

board although you may not capture a piece
on this move."
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II-B3: Limiting contingency with "but."
Ex: "You may move a triangle two spaces, but

you may not capture a piece on this move."

A4ffirm11-17 tMt utterancesz-10J1.

of Type III create for children was suggested to the author

by Carol Chomsky, who is presently conducting a thorough

exploration of the problem and who will hopefully explain

fully its syntactic aspects (1968). It is a reasonably well

established fact that when asked to interpret passive

sentences where the nouns are semantically interchangeable

(often called non-restrictive passives), young children will

interpret them as active sentences (Fraser, Bellugi,and Brown,

1963 and Slobin, 1966). For example, it is not unlikely for

a young child to interpret the sentence, "The boy was hit

by the girl," to mean that the boy hit the girl. Perhaps in

the absence of clear semantic signals, the child misses the

available syntactic signals and applies a very general strategy

(one that works a large percent of the time) that says to

interpret the first noun as the actor and the second noun as

the person or thing acted upon. On the basis of this evidence

it might be suspected that if the child confuses actor and

recipient in non-restrictive passives, he might have difficulty

. in other situations that call for understanding the same dis-

tinction. The child might, for instance, have some difficulty

in understanding the actor-recipient relationship in sentences

like:
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John is easy to please.
John is eager to please.

Carol Chomsky (personal communication) has suggested

that the verbs "ask" and "tell" in certain contexts raise

this same problem. Given the two sentences, "Joe asked Mary

which toy to buy," and "Joe told Mary which toy to buy," children

have some difficulty (more so with the former) interpreting

correctly who is performing the action of buying the toy.

There is a tendency to interpret both sentences by saying

that Mary will buy the toy. Although the verb "tell" seems

totally unambiguous in meaning, the verb "ask" is at least

partly ambiguous, for it is often used to convey the sense

of tell (e.g. "The teacher asked Bill to leave the room."

Hare Bill will do the leaving. But note, "Bill asked the

teacher to leave the room," where Bill will still probably

do the leaving.) In the sentences given above, where a WH-

form follows the verb and there is no further pronominal

identification, the difficulty in giving the proper interpreta-

tion to "ask" is compounded. In theory at least, providing

an additional syntactic signal in the form of an identifying

pronoun should make interpretation easier (e.g. "Joe asked

Mary which toy he should buy.").

Sentences using "ask" and "tell," with and without the

pronoun, were included in the present study to see if they

indeed posed difficulties for children on the specific task

used here and to see if the presence of the pronoun, an addi-

tional syntactic signal, would facilitate understanding.
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III-Gl: "Tell" without pronoun.
Ex: "Tell your opponent which piece to move

one space."

III-G2: "Tell" with pronoun.
Ex: 'Prell your opponent which piece he should

move one space."

III-H1: "Ask" without pronoun.
Ex: "Ask your opponent which piece to move one

space."

III-H2: "Ask" with pronoun.
Ex: "Ask your opponent which piece you should

move one space."

Type IV - Embeddings. The inclusion in this research of

a fourth general type of construction was motivated by recent

experiments on factors determining sentential complexity (Fodor

and Garrett, 1967 and Fodor, Garrett, and Bever, 1967; see

also the discussion in Chapter I). Whereas utterances of

Type II were included to investigate children's ability to

understand various relations signaled by certain logical con-

nectors, utterances of Type IV were included both to see how

well children understand sentences with embedded elements

(compared with other types of sentences) and to see if the

presence of a specific syntactic signal aids understanding.

Fodor and Garrett have shown that if in very complex embedded

sentences (e.g. two levels of self-embedding) optional

structural signals (in this case relative pronouns) are de-

leted, interpretation of the sentence by adults is made more

difficult. For example, relative pronouns can be deleted

from the sentence, "The boy that the dog that the cat chased

bit ran down the street," to give the sentence, "The boy the
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dog the cat chased bit ran down the street." As they point

out, the problem in understanding a self-embedded sentence

is in finding the proper subject-verb-object relations.

Taking the example given above, to interpret the sentence one

must find the following relations that are expressed structur-

ally in the sentence: the cat chased the dog, the dog bit the

boy, and the boy ran down the street. Fodor and Garrett

found that if the relative pronoun is present, the task of

recovering these relationships, that is interpreting the

sentence, is facilitated.

Sentences involving two levels of self-embedding,

like the example given above, are assumed to be significantly

beyond the comprehension of children; in fact, their accept-

ability for adults is highly questionable. Therefore, for

this study we chose sentences having only a single level of

self-embedding, with and without the relative pronoun, to

explore children's ability to provide interpretations for

such structures.

IV-Il: Embedding without relative.
Ex: "The piece your opponent just moved may be

moved two spaces backwards."

IV-I2: Embedding with relative.
Ex: "The piece that your opponent just move may

be moved two spaces backwards."

Embedded sentences do bear some conceptual resemblance

to the utterances described above as Type II. The embedded

portion of the sentence acts as a limiting contingency upon

the rest of the sentence and is thus related to Type II-B.
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For example the same meaning that is conveyed by the above

embedded forms may be conveyed as follows: "You may move a

piece two spaces backwards, but it can only be the piece

that was just moved by your opponent."

Subjects

Twenty boys were tested at each of three age levels,

7, 9, and 11 years. The subjects were all students in the

Franklin Elementary School, Lexington, Massachusetts, an upper-

middle class suburban community northwest of Boston. A de-

liberate attempt was made to restrict subjects tested to

those of average intelligence (I.Q. range of 100-120) so

that the results would not reflect wide extremes in ability.

Because I.Q. scores were not available for some of the young-

est children at the time of testing, the teacher's judgment

was accepted instead. Consequently, a few children in the

youngest group had I.Q.'s in excess of the desired range.

Table I summarizes ages and I.Q.'s for the three groups.

Table 1

plap_a_AEd I.Q.'s of Subiects at Three Age Levels

Mean Age:

Level I Level II Level III

7:7 9:8 11:4

Age Range: 7:1-8:0 8:9-10:2 10:3-12:0

Mean I.Q.: 116.6 113.2 113.4

I. Q. Range: 103-150 92-126 106-121
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Testing Instrument

In the course of two summer programs working with

first through third graders, the author explored the use of

various language games in the classroom (e.g. Linguistic

Block Series, 1963; Attribute Games and Problems, 1965; and

Gotkin, Language Lotto and Matrix Games, 1966, 1967). While

each of these games has some value in helping to develop

language skill, they all suffer to some degree from being

artificial as games and too general in their applicability.

If a game is to be a successful motivating device, it must be

truly a game and not an exercise disguised as a game, a dis-

tinction that children readily make. Furthermore, if it is

to instruct, it should do so in areas where instruction is

needed, not where concepts or skills are already well learned.

While the author was studying various existing games

and their instructional value for children, he developed a new

game that improved upon them and also provided a format for

investigating aspects of children's language abilities. During

two summer school programs numerous versions of this game were

made available for children to play. Since the game proved to

be very popular, the author had ample opportunity to observe

children playing it, as well as to modify it both on the basis

of children's behavior and on the basis of their suggestions

for imProvements. This experience in using the game as an

instructional device led the author to believe that it could

also be used in a more rigorous way as a means of systematically
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exploring children's comprehension of various structural

patterns in language.

The game is very closely related to checkers, a game

that most children have encountered or know how to play by the

time they go to school. It is played on a checker board, moves

are made as in checkers, and the goal of the game is to capture

the opponent's pieces. However, the pieces used in this game

are different. Each player has eight small wood pieces con-

trasting in color with those of his opponent. Two of these

pieces are triangles, two are squares, two are diamonds, and

two are circles (the actual pieces used are taken from

Attribute Games and Problems, 1965). The different shapes

are used to provide some range of reference (though a highly

limited one) for the instructions. Each move in the game is

thus uniquely determined by an instruction that pertains to

no more than two pieces of a specific shape. As in checkers,

there are also "kings," that can move forward and backward,

but in this case they are larger pieces of the same shape

obtained when a small piece is moved into the opponent's back

row.

The major difference between this game and checkers

is that each move is determined by an instruction that the

child must interpret in order to make the move. When the

game was being developed, instructions were typed on cards,

and children read the cards and moved accordingly. Though

this method of presenting the instructions was found to have

-
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some side benefits in helping poor readers, for the purposes

of this research, it was felt that oral instructions would be

preferable for two reasons: many of the younger children might

have reading problems that would complicate interpretation of

the results, and having cards to refer to simplifies the task

because the child can always check himself against the card.

While instructions might have been recorded on an

ordinary recording tape, using an elaborate stop-start

mechanism devised so that children could push a button each

time they desired to hear an instruction and so that the

tape would stop at the end of each instruction,a more suitable

method of presentation was found. The Bell and Howell "Lan-

guage Master" is a tape recorder specially designed to read

from and record on cards that have been prepared with a strip

of recording tape running across the bottom. The machine is

used most widely for instruction in foreign languages, but

it seemed ideally suited to the purposes of this study. In-

structions could be individually recorded on the cards and

then revised or reorganized as many times as necessary without

effecting other instructions. Also, having the instructions

on cards that the child himself could play on the machine in-

creased the child's feeling of participation in the game. It

was found that for many of the instructions used in the game

the available Bell and Howell cards were not sufficiently

long. By carefully cutting two cards and taping them together,

a single card, about two thirds the length of two separate



--59 -

cards could be made. Ninety-six of these cards were made

(forty-five for each player plus three trial cards for each

player), and the instructions (see Appendix A) were recorded

on the cards by the experimenter. Each card was checked

carefully by the experimenter and another adult for natural-

ness and consistency of intonation as well as for clarity.

Because even an interesting game can become tedious

for children if it is too long, it was decided to try to limit

total playing time to about thirty minutes. During several

pilot runs of the game with children in the Fayerweather

Street School, a private elementary school in Cambridge,

Massachusetts, it was found that forty-five instructions per

child made the game last about half an hour and that the

children's involvement in the game at the end of this period

of time was not noticeably diminished. It was decided, there-

fore, that the game would end arbitrarily after each child

had responded to forty-five instructions, and the winner would

be determined on the basis of the number of pieces remaining

on the board, large pieces counting twice as much as small

pieces.

Having decided the length of the game, it then became

necessary to design the game in such a wav that it could not

be won by a child before all the instructions had been used.

During pilot testing, the order and nature of the instructions

had to be modified many times to insure that the game would

always outlast the instructions.
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A more significant complication in designing such

a game for research purposes stems from a need to have most

instructions apply to conditions on the game board such that

a child is really able to make a move on the basis of the in-

struction he has received. For example, if an instruction

tells a child to move a triangle and he doesn't have one be-

cause both his triangles have been captured by his opponent,

he cannot move. Though most children when unable to move

give some clear indication that they have understood the in-

struction and that they realize that they cannot make a move,

some react ambiguously and make it difficult to score their

responses reliably. On the other hand, it was considered

occasionally desirable to have a situation on the game board

where the child would not have a particular type of piece

so that he could react positively to such instructions,as,

"If you do not have a square, you may move a circle one space."

Therefore, specific efforts were made to arrange instructions

in such a way that a full range of possible kinds of responses

would be elicited which could also be reliably scored.

The use of this game as a testing instrument has

several important advantages, and a few disadvantages, in

studying the develk.qment of language skills with school aged

children. First, it provides a reasonably natural language

situation. Chidren play games frequently, 'and many of the

games they play involve interpreting instructions. Secondly,

though the game context is natural, it is well enough constrained
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in terms of the range of possible responses on the part of

the child so that there is high comparability both across in-

struction types and across children. In particular, the scope

of reference within the game is highly constrained, insuring

that performance is not a reflection of the child's knowledge

of the world, but solely of his ability to interpret the in-

structions. Since the child need know only a very limited

number of words in order to Play, one can be reasonably sure

that any difficulties in interpretation are a function of

either knowledge of those particular words or of the

syntactic structure of the instruction. Finally, consider-

able experience in playing the game with children and in

watching them play it by themselves convinced the author

that the game stimulates a high level of motivation. One

can have considerable assurance that the children are doing

their best to interpret the instructions correctly.

Using a game as an experimental device does tend to

introduce some degree of "noise" into the situation that is

not possible to control fully. For instance, it can be

argued that the difficulties a child has in executing the

instructions are more a function of his attempts to devise

a strategy to beat his opponent than of his ability to under-

stand the instruction. Though this is a valid criticism,

considerable experience in using the game has shown that

children seem to give little attention to devising a game

strategy the first time they play it. On first encounter,
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their energies seem almost totally devoted to the superficial

aspects of interpretation and moving pieces correctly -- so

much so that they often fail to capture pieces when they are

able to.

A more significant problem is that when two children

play the game with each other, one child's responses will tend

to influence those of the other child. While the claim that

influence is operating is reasonable, given two children

involved in the same activity, it is important to understand

precisely what the claim of influence amounts to. Let us

assume that there are two players, A and B, and that A re-

ceives an instruction. If both A and B understand the instruc-

tion and A performs correctly, B has not been influenced since

he understood the instruction anyway. If both A and B do not

understand the instruction and A performs incorrectly, B may

assume that A did understand and therefore be negatively in-

fluenced. However, since B didn't understand himself, such

influence would have to be of the form that B learns that

he should do just as A did when he.gets the same instruction.

But given the complexities of the qame and the fact that

identical instructions never followed one another, this seems

unlikely. If A understands the instruction and performs cor-

rectly-but B does not understand, again B may be said to be

in a position to learn from the move that A makes. But again,

as just argued, the learning task is substantial, for B either

would have to figure out precisely why what A did was a correct
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interpretation of the instruction or he would have to remember

just what A did. Finally, if A does not understand and moves

incorrectly, but B understands and realizes that A has made

an error, B may correct A. In this last case influence is

clearly a function of the extent to which B, in correcting A,

explains to A why he moved incorrectly. In the discussion of

results we shall devote some attention to this last case which

seems intuitively to be the one where the claim of influence

can be mostly strongly supported.

Treatment

Two children from the same age group played the game

with each other. Each child received all forty-five instruc-

tions in a fixed order, but the order for player A of each

pair differed from the order for player B so that instructions

of the same type did not follow each other. However, the

overall arrangement of instructions within each order followed

the same pattern. The playing pieces were laid out on the

board in a set sequence (from left to right, circles, diamonds;

triangles, squares). Each pair of children received a brief

explanation of the game which included the following: the

names of the pieces, how the pieces move (diagonally on black

squaresonly), how opponent's pieces are captured (by moving

onto a space occupied by the opponent, not by jumping over

his piece), how large pieces are obtained and their value,

the meaning of the word "opponent," how it is determined who
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wins, and how to know how to move (from the instructions).

In order to keep all.moves as "honest" as possible during

the course of the game, the subjects were encouraged to

correct their opponent if he made an error. If a player made

an error and it was discovered by his opponent, he was reauired

to take back his incorrect move and was not allowed to move

again on that turn. The experimenter agreed to arbitrate

disputes and clarify rules when necessary. Finally, each

player listened to three sample instructions of the simple-

active-declarative type and made three practice moves. This

helped to familiarize him with how to place cards in the

machine and accustomed him to listening to what they said.

Subjects were warned that they would only be able to hear

an instruction once and if they didn't hear it or didn't under-

stand it, they would miss their turn.

The subjects were also told that they were being asked

to play the game to help the experimenter and his assistant

find out how well children could play such a game. The ex-

perimenter explained that he had invented the game with the

hope that it would turn out to be a game that children would

like to play and that he needed an opportunity to watch dhildren

play it in order to find out how good it was. After this ex-

planation the subjects were asked if they would mind helping

the experimenter by playing the game for him.

Each game session was observed by the experimenter and

his assistant. The experimenter observed the course of the
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game, made specific notations of correct and incorrect moves

for each instruction, and answered questions that arose during

the course of play. The assistant sat some distance away

from the game board but where he could observe the reactions

of the subjects closely. He was instructed to time the

terval between the end of the instruction and the first

dication on the part of the subject that he

was done with a Heuer stopwatch readable to

The timing activity was sufficiently remote

understood.

tenths of a

from the

in-

in-

Timing

second.

game SO

as not to intrude upon the children's activity. All game

sessions were tape recorded with a Stenorette office

dictating machine which provided recordings of sufficient-

ly high quality and greatly facilitated transcription. Tapes

were transcribed by the experimenter for whatever clues they

might provide to the children's understanding of particular

instructions. After each session the children were asked

to express their reactions to the game.

Variables

The major independent variables in this study were the

specific types of utterances used for giving instructions in

the game (summarized in Table 2) and the age levels of the

children playing the game. Secondary independent variables

to be considered in the interpretation of the results were:

the effect of being either Player A or Player B in each pair of

players, the effect of the position of the subordinate clause
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in the instructions (initial versus final position), the

effect of learning over the course of the game, and the

effect of influence of one player upon the other.

The dependent variables were the number of correct

responses made by subjects in interpreting instructions-,and

the latencies of their responses. In addition, observations

of the experimenter and his assistant and tape recordings of

the game sessions were made for whatever information they

might convey about problems, confusions, and behaviors not

precisely measurable through scores and latencies.
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Table 2

Summary of Types and Frequencies of Utterances

Type Subtype Frequency Description

I-A 1 2 Simple, 1 sp.
2 1 Simple, 2 sp.
3 1 Simple, choice, 1 sp.
4 1 Simple, choice, 2 sp.

II-B 1 2 Limit. Cont., "although" initial
2 2 Limit, Cont., "although" final
3 2 Limit, Cont., "but"

II-C 1 1 Temp. Cont., "before"
2 1 Temp. Cont., "after"
3 1 Temp. Cont., "when"
4 1 Temp. Cont., "as soon as"

II-D 1 3 Cond., "if" initial, 1 ..-.f.

2 2 Cond., "if" initial, 2 ref.
3 2 Cond., "if" final, 2 ref.
4 2 Cond., "should" subj., 1 ref.
5 1 Cond., question, 1 ref.

II-E 1 2 Cond.., "if + not" initial, 2 ref.
2 2 Cond., "if + not" final, 2 ref.

II-F 1 2 Cond., "unless" initial, 2 ref.
2 2 Cond., "unless" final, 2 ref.

III-G 1 2 "tell" minus prn.
2 1 "tell" plus prn.

III-H 1 2 "ask" minus prn.
2 1 "ask" plus prn.

IV-I 1 3 Embed. minus rel.
2 3 Embed. plus rel.



CHAPTER III

RESULTS AND DISCUSSION

Scoring and Preliminary Analysis

Each subject was scored correct or incorrect on his

response to each instruction in the game and received a

latency score for the time it took him to indicate under-

standing of each instruction. Thus on each instruction a

subject could receive a score of 1 or 0 and a latency estimate

rangina from a few tenths of a second to many seconds.

For the purposes of overall analysis the several scores

for each utterance type were combined. Then a mean score for

each subject on each utterance type was computed. For example,

if on Type I-A, which consisted of five separate instructions,

a subject made one wrong move, his mean score for that type

would be 0.80. For latencies, a median for each subject on

each utterance type was calculated as the best summary of

the subject's performance. In this case medians seemed prefer-

able to means because the means would have been too easily

influenCed by any extremely deviant individual performances.

Prior to conducting an overall analysis of the data, a

preliminary analysis was made to see if there were any differ-

ences between subjects who received instructions in order A

-68-
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and those who received them in order B. Since the mean

score for all subjects receiving order A was virtuAlly

identical to the mean score for all subjects receiving

order B (A = 0.8172, B = 0.8233), and since there was no

reason to believe that the two orders would produce different

3:esti:As, it was decided to pool the data from the two orders

for all further analysis.

neneral Analysis Scores

A cursory look at the data obtained in this study

indicates that older children generally performed better

than younger children on all utterance types and that Per-

formance on individual utterance types varied widely from

one type to the next. Table 3 summarizes the data by giving

the mean scores of the twenty subiects on each type at each

age, as well as the overall mean scores for types and ages

(a summary description of all utterance types is presented

in Table 2, Chapter II).

Table 3

Mean Utterance Scores for Children on Nine Utterance Types

at Three Age Levels

Age Utterance Type

IV

A BCDEFGHITotal
7 .98 .91 .78 .98 .86 .21 .73 .45 .88 .75

9 1.00 .92 .83 .97 .78 .31 .83 .62 .90 .79

11 .99 .77 .93 .98 .91 .90 .98 .77 .99 .91

Total .99 .86 .84 .98 .85 .48 .85 .61 .92 .82
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To get a broad picture of the magnitude of the effects

that are discernible in Table 3 and of the factors that are

making the greatest contribution to the effects, the data

were analyzed by a two-way analysis of variance for a split-

plot design with fixed effects (Edwards, 1964). With this

design, as was done in presenting Table 3, subjects are

nested within age levels, twenty subjects per age. Table 4

summarizes the data for the analysis of variance.

Table 4

Summary of Analysis of Variance of Scores

Source SS df MS F

Rows (age level) 2.46 2 1.23 24.60*

Columns (utterance type) 13.86 8 1.73 34.60*

Interaction 5.55 16 0.35 7.00*

Error (within rows). 2.83 57 0.05

Error (within cells) 22.46 456 0.05

Totals
=mean=

47.16 539

DF for Rows: 2, 57; for columns: 8, 456; for interaction: 16, 456
F-Ratios required at .01: for rows: 4.98; for columns: 2.51;

for interaction: 2.04
*significant at or beyond the .01 level

Having thus shown that there exists a significant effect due

to the type of utterance, a significant effect due to age

level, and a significant interaction between these two, we

can proceed to find those factors that contribute significantly
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to these general effects. By using a post-hoc comparison of all

means recommended by Hays (1963), we can look separately at

the age level and utterance type effects.

Table 5 compares the mean scores for age levels:

Table 5

Comparison of Mean Scores for Age Levels

Mean

Age Level 7

9

Mean

0.75

Age Level

9 11

0.79

-0.04

0.91

-0.16**

0.79 -0.12*

Difference required for significance at .05 level: 0.10
Difference required for significance at .01 level: 0.13

*significant at or beyond the .05 level
** significant at or beyond the .01 level

Thus, as might well have been observed from the means reported

in Table 3, we can see that the perforMance of children at age 11

was significantly better than the performance of children at

age 7 and 9. While the performance of children at age 9 was

slightly better than the performance of children at age 7, the

difference is small and not significant. Overall, the data

show 7 and 9 year olds to look very much alike. Looking back

at Table 3, we can see that this general growth trend toward

improved performance with increasing age, particularly between

9 and 11, holds true over all utterance types where improvement
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is possible, with the exception of Type II-B and Type II-E.

We shall cmsider these deviations from the general trend

below in our discussion of particular utterance types.

Table 6 compares the mean scores for utterance types:

Table 6

Comparison of Mean Scores for Utterance Types

Mean II-B II-C II-D II-E II-F III-G III-H IV-I

Mean 0.86 0.84 0.98 0.85 0.48 0.85 0.61 0.92

Type

I-A 0.99 0.13 0.15 0.01 0.14 0.51* 0.14 0.38* 0.07

11-B 0.86 0.02 -0.12 0.01 0.38* 0.01 0.25* -0.06

II-C 0.84 -0.14 -0.01 0.36* -0.01 0.23* -0.08

II-D 0.98 0.13 0.50* 0.13 0.37* 0.06

II-E 0.85 0.37* 0.00 0.24* -0.07

II-F 0.48 -0.37*-0.13 -0.44*

III-G 0.85 0.24* -0.07

III-H 0.61 -0.31*
ems .11./. MB.

Difference required for significance at .05 level: 0.16
Difference required for significance at .01 level: 0.18

*significant at or beyond the .01 level

From Table 6 it can be seen that the two factors that contri-

bute substantially to the overall significance of the F-ratio

in Table 4 are Types II-F and III-H (conditionals with "unless,"

and "ask" plus and minus pronoun). The data show these two types
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of utterances to be significantly different from all other

utterances included in the study.

Table 6 also points up an additional aspect of the

data. There are several differences in mean scores that fall

just slightly below the absolute value of 0.16 required for

signifiance at the 0.05 level (these range between 0.12 and

0.15). All but one of these differences result from comparing

the means of Types II-B, II-C, II-E, and III-G with the means

of Types I-A and II-D. In other words, there is some indica-

tion that limiting contingencies, temporal contingencies,

conditionals with "if + not," and utterances with "tell" are

different as a group from simple statements and all affirma-

tive conditionals.

All the data obtained from scores can also be depicted

in a graph. In Figure 1 the trehd in mean scores for each

age level is graphed as a function of utterance types, where

the latter are arranged in decreasing order of difficulty

based on overall means along the horizontal axis. Here one

can see how close the performance of 7 and 9 year old children

was over all utterance types, as well as how the performance

of 11 year old children was substantially better on all but

the easiest types and on Type II-B (to be discussed later).

Figure 1 also depicts the significant interaction effect

between age and utterance type found in Table 4. In general,

a significant interaction effect suggests that the best pre-

diction of a child's performance will depend both upon the
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particular type of utterance and his age level. If no

interaction effects were present in the data, the lines

representing age levels in Figure I would rise progressively

without ever dipping, and they would never cross each other.

However, as can be seen, the lines do dip at various points

as they rise, and they do cross each other at a few points.

The dipping is caused by the fact that the overall means for

each utterance type are not always the best predictors of

performance when one knows the age level of the individuals.

For example, while utterances of Type III-H were generally

easier than utterances of Type II-F, this was not the case

if one is only interested in 11 year olds. The crossing of

the lines in Figure 1 is caused by the fact that the overall

means for each age level are not always the best predictors

of performance on a particular utterance type. For example,

while 11 year olds generally performed better than 9 and 7

year olds, this was not the case when one is talking about

utterances of Type II-B.

General Analysis Latencies

To obtain an overall picture of the performance of

the children as indicated by their latency scores, the median

latencies of the twenty subjects on each utterance type at

each age level are reported in Table 7. It can be observed

from this table that the younger the child, the higher the

latency score (Type II-C being the only exception). It also

can be observed that there was a fairly stable order of
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difficulty among the utterance types across the three age

levels (this can be observed more readily in Table 8 and in

Figure 2 below).

Table 7

Median Res onse Latencies for Children on Nine Utterance Types

at Three A e Levels
Zor

Age Utterance Type

7

9

11

IV

A B C D E "P" G H I

1.20 1.60 2.05 1.65 2.05 2.35 2.80 2.95 1.85

0.85 1.30 1.35 1.20 1.60 1.95 1.55 1.30 1.10

0.80 1.15 1.40 1.10 1.55 1.60 1.40 1.05 0.90

To test the significance of the effects of age level

and utterance type upon latency scores, the Friedman Test for

rank ordered data was employed. The data presented in Table 7

was ranked both by age level and by utterance type, and the

Friedman analysis was applied to the sum of the ranks in each

case. Table 8 presents a summary of this analysis.

On the basis of the ranked median latencies, the three

age levels appear to differ significantly, and the nine utter-

ance types also appear to differ significantly. Indeed, the

order of difficulty among utterance types as measured by

latencies is very similar to the order of difficulty as

measured by scores (Spearman Rank Correlation Coefficient = 0.833).
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Table 8

Ranks of Median Latencies by Age Level

and Utterance Type

Age

by age

by type

by age

by type

by age

by type

Total by type

7

9

11

r

I-ABCDEF
Utterance Type

IV Total bvII III

GHI Age

3 3 3 3 3 3 3 3 3 27

1 2 5.5 3 5.5 7 8 9 4

2 2 1 2 2 2 2 2 2 17

1 4.5 6 3 8 9 7 4.5 2

1 1 2 1 1 1 1 1 1 10

1 5 6.5 4 8 9 6.5 3 2

3 11.5 18 10 21.5 25 21.5 16.5 8

X
2 for difference among rank totals by age = 16.222**, DF: 2

X
2 for difference among rank totals by type = 18.924*, DF: 8

2
X
2
required at .05, 2 DF: 5.991

X
2
required at .05, 8 DF: 15.507

X
2

X
required
required

at
at

.01,

.01,
2

8

DF:
DF:

9.210
20.090

* significant at or beyond the .05 level
**significant at or beyond the .01 level
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In other words, latencies provide very similar information both

about age levels and utterance types to the information provided

by scores. Such correspondence between the two measures is

reassuring. Therefore, for our analysis of particular utter-

ance types, we shall base our remarks upon the data obtained

from scores because they are a more reliable index of per-

formance, but we shall include the data from latencies in

our discussion whenever it provides additional or conflicting

information.

Before leaving latencies, however, it may be helpful

to present the data of Table 7 in a graph (Figure 2) that is

similar to our graph for scores (Figure 1). In Figure 2

median latencies for each age level are graphed as a function

of utterance type, where the utterance types are arranged in

increasing order of difficulty along the horizontal axis. It

is interesting to note that Figure 2 shows that the 7 year old

group diverged from the closely related general trend set by

the 9 and 11 year old groups, whereas in Figure 1 it was the

11 year old group that diverged from the trend followed closely

by the 7 and 9 year old group. In addition, the ragged nattern

of the line for age 7 in Figure 2 indicates that the order of

difficulty for children at this age also diverged from the

order of difficulty for older children. In particular, Types

III-G and III-H were far more difficult for 7 year olds than

would have been predicted from the overall median latencies.

We shall discuss possible reasons for this variation below.
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Analysis and Discussion of Specific Utterance Types,

Type I - Simple Statements. All four varieties of

simple statements were grouped within Type I-A. As antici-

pated, all subjects interpreted these simple instructions

correctly and moved their pieces correctly in the game. In

a total of 300 moves, only 3 errors were made, giving a per-

centage error of 1% -- a figure that should be kept in mind

as we discuss other types of utterances.

Type II - Logical Connectors. The first group of

utterances involving logical connectors (Type II-D) included

all conditionals with "if," the subjunctive conditional with

"should," and the conditional in question form. Since previous

research on language development, especially the work of Piaget

(1964), has suggested that children have difficulty with con-

ditional utterances, it was somewhat surprising to find how

well all children in this study were able to interpret utter-

ances of this type. In a total of 600 moves, only 14 errors

were made, giving a percentage error of 2.3%. While this

figure is a little more than twice as large as that for simple

statements, it is still very small and clearly indicates that

utterances expressing conditionality posed no problem for the

subjects in this study.

What few errors there were divided themselves evenly

both among the three ages and among the five instruction

forms included within this type. It was particularly interesting

to find that the subjunctive form with "should" ("Should you
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have a circle, you may move it one space.") proved to be as

easy for the children as the more common forms.

Conditionals with "if + not" (Type II-E) caused con-

siderably more difficulty than affirmative conditionals, most

likely because of the presence of the negative. In a total

of 240 moves, 36 errors were made, giving a percentage error

of 15.0%. While utterances of Type II-E proved to be diffi-

cult in comparison with Types I-A and II-D, they were not

nearly as difficult as Types II-F and III-H, which we will

consider below. It might be said that most children in the

age range studied were able to interpret the conditional

with negative correctly (only 3 subjects got less than half

the items correct), but that the form was sufficiently diffi-

cult to cause the children to make mistakes on a slightly

more than occasional basis.

Children at each age level had some difficulty with

Type II-E, but it is curious that this was the only utterance

type on which 9 year old children performed appreciably worse

than both 7 and 11 year old children.

many errors as 7's and 11's combined.

In fact, 9's made as

Unfortunately, there

does not seem to be any reasonable explanation for this vari-

ation in the normal trend toward improved performance with

increasing age. But since the

was relatively small and since

accounted for by two subjects,

ation worth serious concern.

total number of errors involved

almost half of the total was

it does not seem to be a vari-
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In the context of the game the children played, con-

ditionals with "unless" (Type II-F) were functionally equivalent

to conditionals with "if + not" (Type II-E). For example,

both the instruction, "Unless you have a square, you may move

any piece one space," and the instruction, "If you do not have

a square, you may move any piece one space," mean that if the

person has a square, he cannot move a piece. Hence, it was

anticipated that scores on conditionals with "unless" would be

similar to scores on conditionals with "if + not." However,

"unless" proved to be far more troublesome than "if + not."

Out of a total of 240 moves made in response to "unless" in-

structions, 126 errors were made, giving a percentage error

of 52.5%. Conditionals with "unless" proved to be the most

difficult of all types by a substantial margin. Though part

of this difficulty may be attributed to the fact that this

utterance type again involved interpretation of negative

information, the fact that utterances with "unless" proved

far more difficult than utterances with "if + not" suggests

that another factor was operating here to make "unless"

significantly more difficult.

Observations made during the course of the testing

helped to provide a clue to the source of the children's diffi-

culty. Often, after a child had made an incorrect move from

an instruction with "unless," the experimenter asked the child

what the instruction had said. With a high degree of regularity,

the child responded, "It said, if you have a square, you may
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move any piece one space." In other words, the child inter-

preted "unless" as "if." Since there was no reason to believe

that the child did not hear the instruction correctly, it can

be argued that in interpreting the instruction, he adaPted

what he heard to fit what he knew or what was a more familiar

construction to him. For a great number of the children tested,

"unless " did not appear to be part of their active working

repertoire of linguistic tools. It was not the case as with

"if + not" that they merely made a number of mistakes, but

rather that they were to a substantial extent unable to pro-

vide a correct interpretation for the construction.

The above remarks about "unless" must be modified

somewhat in light of the data from separate age levels. All

but 8 of the total errors were made by 7 and 9 year old children

(the errors about equally split between the two ages). This

fact is also apparent from Figure 1. In other words, 11 year

old children did just as well with "unless" as they did with

"if + not," and it was the 7 and 9 year old children who did

not seem to have developed an ability to interpret "unless"

very well. For example, 15 out of 40 children of age 7 and 9

never interpreted "unless" correctly. Another 16 out of the

40 interpreted it correctly only once in four opportunities.

Why it was that 11 year old children understood "unless" quite

well, but younger children were unable to interpret it is an

intriguing question revealed by, but not easily answered by,

this research.
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Utterances expressing temporal contingencies (Type

II-C) proved to be more difficult than the simple conditionals

of Type II-D and about equally as difficult as conditionals

with "if + not" (Type II-E). Out of a possible 240 moves,

the children made 38 errors, giving a percentage error of

15.8%. All children seemed to understand utterances of this

type, regardless of the particular connector employed, but

a number of mistakes were made. Since these utterances were

the only utterances in the game that required the children

to make two distinct moves, it might be argued that they put

a somewhat greater load on memory than other utterances. Ob-

servations during the games tended to confirm that children

often made errors because, after having made one of the two

moves, they forgot what the second move was.

Of the four connectors included in Type II-C ("before,"

"after," "when," and "as soon as") "before" proved to be the

most difficult. Since the instruction with "before" was the

only one of the four in which chronological sequence was re-

versed, it probably put even a heavier load upon memory than

the other three.

Type II-C showed a typical slight reduction in number

of errors with increasing age level. But as was the case with

the conditional with "if + not," the reduction in number of

errors was not marked enough to suggest any significant differ-

ence in ability to interpret this type of utterance across

the ages studied. It is reasonable to expect that when an
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utterance type causes some general difficulty, older children

will be better able to interpret the utterance than younger

children. The slight improvement with age noted for utter-

ances of Type II-C (and before for utterances of Tvpe II-E)

was therefore not remarkable.

The final utterance type included within Type II con-

tained utterances expressing limiting contingencies (Type

II-B). Generally, these proved to be of about the same

order of difficulty as utterances of Types II-C and II-E,

discussed above. Out of 360 moves, the children made 49

errors, giving a percentage error of 13.6%. Though two

types of logical connectors were included in Type II-B

("although" and "but") the number of errors on each type

was about the same. With the one exception noted below,

the children seemed to have had only slight difficulty inter-

preting utterances of this type. As was the case with utter-

ances of Types II-C and II-E, they made some mistakes, but

at no age level was the number of mistakes sufficient to

suggest that utterances of this type were not well within

their abilities.

Utterances of Type II-B were unique in one respect,

however, for they proved to be the only utterances on which

11 year old children scored significantly worse than 7 and 9

year old children. This variation from the normal growth

pattern can be seen clearly in Figure 1. Generally speaking,

11's made more than twice as many errors as did the 7's or 9's7
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and this overall pattern held true for each of the three forms

used in the test ("although" initial, "although" final. and

"but"). Several times, after observing 11 year old children

play the game and make consistent errors on instructions of

Type II-B, the experimenter questioned them about the diffi-

culty they were having. From what could be gathered from

their remarks, it appeared that many of the 11 year old

children were interpreting the instructions in a way very

different from the younger children and very different from

the experimenter's intention when he included these instruc-

tions in the game. Apparently (much to the experimenter's

surprise), the 11 year old children managed to detect an

ambiguity in the instructions that the experimenter had not

anticipated and that the younger Children did not readily

sense.

To explain this ambiguity, we shall give an exact

Instruction and then the two possible paraphrases:

Instruction:
Although you may not capture a piece on this move,
you may move a triangle to any space on the board.

Interpretation A:
Even though it may not be possible for you to
.capture a piece on this move, you may move a
triangle to any space on the board.

Interpretation B:
Although you are not permitted to capture a piece
on this move, you may move a triangle to any
space on the board.

It was anticipated that all subjects would give Interpretation

B to the instruction and would respond correctly by moving a
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triangle to any space on the board without capturing a piece.

However, many of the 11 year old children gave tnterpretation

A to the instruction (a perfectly reasonable interpretation)

and therefore both moved the triangle and captured a piece,

since a capture was always possible under the conditions of

being able to move to any space on the board. Instead of

interpreting the subordinate clause in this type of instruction

as a limiting contingency or clause of logical discordance,

the 11 year old children tended to interpret it as a concessive,

which allowed them to capture an additional piece.

This finding is particularly interesting because it

indicates how an identical stimulus presented to children

under identical conditions may well evoke different responses

from different groups of children, depending upon the parti-

cular orientation brought to the situation by the child. In

this case the 11 year old children proved to have a more

richly developed sense of their language than did the younger

children, and many of their'errors" were not errors at all but

merely a different and completely appropriate interpretation

of an ambiguous instruction.

Type III - Ask-Tell. In discussing the two types of

utterances included in Type III (Types III-G and III-H), we

shall first discuss each type separately and then compare the

two types. Type III-G included all the constructions with

"tell," both with and without the additional pronoun clue. An

error on this type consisted of interpreting the instruction,
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"Tell your opponent which piece to move one space," to mean,

"Ask your opponent which piece to move one space." Out of

180 possible moves, the children made 27 errors, giving a

percentage error of 15.0%. In terms of level of difficulty,

this Percentage error placed Type III-G on the same level

with Types II-B, II-C and II-E. If we follow the line of

argument used in these latter cases, we would say that the

number of errors made on this type suggests that the children

were well able to interpret the instructions but that the type

was sufficiently difficult to cause a noticeable number of

mistakes.

However, the surprising thing about the children's

performance on Type III-G was that the instructions should

have caused the children any difficulty at all. It had been

anticipated that the instruction, "Tell your opponent which

piece to move one space," would be totally unambiguous and

would therefore be interpreted correctly by virtually all

children. It might be reasonable to suggest that some of the

errors made by some of the children resulted from a failure

to hear distinctly the first word of the instruction, a factor

which happens to be critical in this particular case for correct

interpretation. But this does not seem to explain the fact

that four children (two 7's and two 9's) were not able to

interpret any utterance of this type correctly. Since these

four subjects accounted for almost half the total number of

errors made, explaining their failure to understand might shed
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some light on why this type of utterance caused difficulty.

We shall advance a tentative explanation for this finding

after we have considered Type III-H.

As generally expected, scores on Type III-G improved

regularly with increasing age, the greatest improvement oc-

curring between the ages of 9 and 11 (11's made only 1 error).

More interesting, though, is the finding that the presence of

an additional pronominal identificationclue did not serve to

improve performance significantly, although it did cause a

very slight reduction in number of errors. Looking at the

performance of individuals, we find that out of 15 subjects

who made errors on this utterance type, there were only three

for whom the presence of the pronoun clue was helpful.

As anticipated, Type III-H ("ask") proved to be very

difficult. When given the instruction, "Ask your opponent

which piece to move one space," a large number of the children

interpreted it to mean, "Tell your opponent which piece to

move one space." Out of 180 possible moves, the children

made 70 errors, giving a percentage error of 38.9% and making

this type the second most difficult of all those included in

this study. As in the case of Type II-F (conditional with

"unless") , the very large number of errors made by the children

in interpreting this type of utterance suggests that many

children in the age range studied had not developed an ability

to interpret correctly some particular aspects of their language.
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As was true with other utterance types, there was a

general decrease in number of errors with increasing age.

Of the 36 children who made errors on utterances of this type,

13 failed to respond correctly on all three opportunities.

Of these, 8 were 7 years old, 4 were 9 years old, and 1 was

11 years old.

Unlike utterances with "tell," for utterances with

"ask" the presence of the additional pronominal clue did

prove to be helpful to a number of children. Of the 30 children

who failed to interpret the first instruction with "ask" minus

pronoun correctly, 16 interpreted a succeeding instruction

with "ask" plus pronoun correctly, and 12 of those subjects

then interpreted the final instruction (again "ask" minus

pronoun) correctly. In other words, in a relatively large

number of cases the presence of the pronoun (e.g. "Ask your

opponent which piece you should move one space.") helped the

children to interpret the instruction correctly.

In comparing Type III-G with Type III-H, it is clear

that the children had considerably more difficulty inter-

preting "ask" than "tell." However, we suggested in Chapter

II that only "ask" would cause difficulty because only "ask"

is potentially ambiguous. Yet we found both children who

interpreted "ask" as "tell" and a few children who inter-

preted "tell" as "ask." Furthermore, when we look at the

scores of individuals, it turns out that all 4 children who

consistently interpreted "tell" as "ask" made no mistakes
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in interpreting "ask," and all 13 children who consistently

interpreted "ask" as "tell" made no mistakes in interpreting

"tell." These results suggest that the interpretation problem

that these utterances raised was not solely a function of the

child's ability to interpret the verb "ask" correctly in a

given context, but rather a function of a more general failure

to differentiate semantically the verb "ask" from the verb

"tell."

Given these results, it is also possible to make a

suggestion about how the ability to differentiate these two

forms develops. At first the child understands "tell" per-

fectly, but he consistently interprets "ask" also to mean

"tell." Secondly, the child develops an understanding of

"ask" as "ask." But he overgeneralizes what he has learned

so that he now also interprets "tell" as "ask." Finally, he

manages to completely differentiate the two forms and is able

to interpret them both correctly. Such a developmental process,

where learning is over-generalized to cause the child to make

errors in situations that previously caused him no difficulty,

has been shown to occur in many areas of language development

(e.g. Brown and Bellugi, 1964) and is probably characteristic of

other types of development as well.

As we have seen, when additional structural clues were

kept to a minimum so that interpretation was almost totally

dependent upon whether or not the child semantically differenti-

ated the two verbs, we found that many children could not
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clues were provided, interpretation was facilitated to some

degree, but there still remained a substantial number of

children for whom even the additional structural information

was not helpful. Out of the 60 children tested, 17 fell into

this group (10 of the 7's, 6 of the 9's, and only 1 of the

11's). A reasonable hypothesis might be that these 17 children

were less mature verbally than the other children tested.

One way of checking this hypothesis is to see how

these 17 children performed on utterances of Type II-F (con-

ditional with "unless") since our analysis of that type also

revealed serious interpretive difficulties on the part of the

children. It turns out that 9 out of the 17 were not able

to interpret a single instruction of Type II-F correctly, and

only 3 of the 17 interpreted more than one correctly. In

fact, looking at the data individual by individual, a child

who scored low on either Type III-G or III-H also tended to

score low on Type II-F. This is not to argue that there

exists any relationship between these two tynes as grammatical

forms. However, it may be the case that these two forms re-

flect two distinct and significant aspects of the development

of language between the ages of 6 and 12.

The data obtained from latencies add one further piece

of information to the "ask-tell" puzzle. As can be readily

seen from Figure 2, utterances with "ask" and "tell" caused

substantially greater latencies from 7 year old children than
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any other type of utterance. This was not true for eicher

9 or 11 year old children. Therefore, not only does this

finding provide some support for our hypothesis that ability

to differentiate "ask" from "tell" is a significant indicator

of language development, but it also adds further support to

our hypothesis that interpretation of the two forms is

closely related, since not one but both forms produced rela-

tively high latencies from 7 year old children.

Type IV Embeddings. Utterances containing embed-

dings (Type IV-I) were found to be considerably easier to

interpret than had been anticipated by the experimenter in

light of the research of Fodor and Garrett discussed in

Chapter II. In fact, these utterances turned out to be the

third easiest overall, a little more difficult than Type I-A

(simple statements) and Type II-D (conditionals with "if")

but considerably easier than all other types. Out of 360

possible moves, only 27 errors were made, giving a percentage

error of 7.5%. It seems quite apparent that single level

embeddings of the kind used in this study posed very little

comprehension difficulty for children within the age range

of 6 to 12.

Even though the total number of errors on this type

over all subjects was very low, it is worth pointing out that

most of the errors were made by the 7 and 9 year old children

and that the 11 year old children performed almost perfectly

(only 1 error).
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One of the major reasons for including embeddt=a

utterances of this type in the study was to see if the

presence of a relative pronoun would facilitate understanding

(see the discussion in Chapter II). However, the utterances

proved to be of so little difficulty that comparisons between

instances with and without the relative pronoun are not very

informative. Contrary to prediction, utterances with the

relative present caused slightly more errors than utterances

without the relative (15 errors versus 12). This trend was

certainly not significant, but it did run counter to the

hypothesis that presence of the relative should have proved

helpful in interpretation.

The data obtained from the response latencies do,

however, add some further information to our comparison of

utterances with and without the relative pronoun. Thouah

according to this measure Type IV-1 still proved to be one of

the easiest, there was a fairly large difference in median

response latencies (0.4 seconds) between plus and minus rela-

tive conditions. In this case the difference was in favor

of those utterances with the relative present. In other words,

on the average, subjects took about half a second less time to

respond to embedded sentences with the relative present than

they took to respond to embedded sentences without the relative.

Thus we find that the latency data but not the score

data tend to support the Fodor and Garrett hypothesis that the

presence of a relative pronoun in self-embedded sentences is
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a structural clue that facilitates interpretation. Though

Fodor and Garrett (1967) did have to compute a score that was

a composite of a correctness measure and a latency measure

to obtain significant results in their study, both of their

measures tended in the hypothesized direction for all their

subjects, whereas one of our measures tended in the opposite

direction. Perhaps, if we had somehow been able to make our

self-embedded sentences more difficult generally, without

going to the extreme of using the exceptionally difficult

double self-embedded sentences used by Fodor and Garrett,

our results would have been more informative.
1

Analysis of Secondary Effects

We have already noted at the beginning of this chapter

that the fact that an individual was Player A or Player B of

each pair of children playing the game did not appear to be

a factor influencing the overall performance of the subjects.

Another independent variable that might have produced some

secondary effects was the position of the subordinate clause

relative to the main clause in many of the utterances. As

noted in Chapter II, subordinate clauses were placed in both

1In a study of children's ability to paraphrase single
self-embedded sentences, A. Olds (in preparation) has devised a
means of significantly complicating such sentences. She has
added a relative clause to the enbedded clause to give
sentences of the form, "The dog that the cat that chased the
rat fought ran away." Her preliminary results show such forms
to be relatively difficult for children, age 6 to 12, but not
totally beyond their ability to understand.

1
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initial and final positions wherever possible in order to

vary the nature of the instructions and also to see if the

positioning of the subordinate clause was a factor influencing

interpretation.

A comparison of all instructions having the subordinate

clause in initial position with all imAructions having the

subordinate clause in final position showed a very slight

and highly insignificant difference in favor of those in-

structions with the subordinate clause in final position

(e.g. "You may move a square one space if you have a circle.").

Nor were any obvious differences found on any individual utter-

ance type. The ordering of clauses, therefore, did not seem

to be a factor influencing interpretation in this particular

experimental context.

In the remainder of this section we shall consider

the two closely related matters of whether or not there was

a learning effect during the course of the game and whether

or not there is reason to believe that the performance of one

player influenced the performance of the other.

Learning Effects. A learning effect during the course

of the game might be claimed if it could be shown that the per-

formance of individuals on specific utterance types improved

with successive instructions of the same type. Since the per-

formance of the children on Types 1-A, II-D, and IV-1 was

extremely good, there was little point in including these

types in the analysis. Furthermore, since the children received
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only one chance to interpret each of the four kinds of in-

structions included in Type II-C, it was not possible to

include this type in the analysis. On all five of the other

types it was possible to try to assess improved performance

because in all cases an instruction occurring early in the

game could be compared with an identical instruction occurring

much later in the game. Therefore, on Types II-B, II-E, II-F,

III-G, and III-H each individual's first response was compared

with his last response, and the mean of the differences was

found for each type. The significance of the mean differ-

ences was found by applying a t-test for paired observations

as described in Hays (1963). The results of this analysis

are summarized in Table 9.

The analysis in Table 9 shows that for three types

of utterances there was an improvement over all subjects be-

tween the first and last instances of each type that was sig-

nificantly greater than zero. However, on Types III-G and

III-H improvement was not significant. In other words,

children did learn during the course of the game on the utter-

ances where learning was possible, but certain utterances were

learned more readily than others. This learning effect might

be explained in part by suggesting that improvement in a child's

performance was attributable to his becoming more familiar with

the game as it progressed. In the early stages of the game

he might have found the wide variety of different instructions

somewhat confusing, but as the game progressed and he became
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Table 9

Comparison of Mean Differences Between First and

Last Instances of Five Utterance Types

Utterance Type

B E F G H

Mean Difference 0.167 0.183 0.283 -0.017 0.117

Standard Deviation 0.553 0.429 0.580 0.387 0.551

t 2.339* 2.5420 3.779** -0.236 1.645

t required at .05, 59 DF: 1.671 (one tailed)

t required at .01, 59 DF: 2.390 (one tailed)

* significant at or beyond the .05 level
** significant at or beyond the .01 level

I
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accustomed to playing, his performance may have improved.

However, observations of the children playing the game

suggested that while this explanation may be partly true, a

more plausible explanation of how learning occurred can be

made on the basis of the influence one plaver had on the

other.

The Nature of Influence. As we argued in Chapter II,

the best case for claiming influence of one player upon the

other in the game usad in this study can be made by pointing

out that it was often the case that one player made an error

and was subsequently corrected by his opponent. This is not

to say that the players didn't influence each other in other

more subtle ways during the course of the game. But it is

extremely difficult to explain what these other ways might

have been or to assess their effr1-s Therefore, rath-,r

than speculate on imponderables, we shall devote our attention

solely to discussing the one situation where influence was

clearly operating.

Though it might have been possible to attempt to pro-

hibit one player from correcting another during the course of

the game, such prohibition would have been extremely artificial

and probably ineffective, since it would have been very diffi-

cult to restrain the natural reactions of excited and inter-

ested children. Therefore, it was decided that since the
6

children would react to each other anyway, it would be better

to encourage them to verbalize their reactions to each other's
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responses and in this way gain additional information on the

extent of their understanding of the various utterances and

on their ability to communicate their understanding to

another person. In a sense, allowing the children to talk

about the instructions provided some production data to

support the comprehension data that constituted the major

focus of the study.

Generally speaking, as might be expected, the extent

to which one player was able to influence the behavior of

another player depended upon the extent to which the player

who understood a particular instruction could explain to the

player who made an error why the latter had misinterpreted

the instruction. We noted above that there was a significant

learning effect for three types of utterances (Type II-B,

Type II-E, and Type II-F). Both the observations and the

recorded transcripts of the children playing the game in-

dicated that it was precisely on these three types that some

children were best able to point out and explain errors to

other children. Let us take Type II-F as a case in point, for

it was the most difficult type included in the game, and it

also showed the greatest learning effect during the course of

the game.

We noted above in our discussion of Type II-F that most

of the children who failed to interpret the instructions cor-

rectly seemed to be interpreting "unless" to mean "if," and

when they were asked by the experimenter to repeat the in-

struction, they responded that the instruction had said, "If
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One child's correction of another child in

this case generally consisted of pointing out to the child

who had made the error that the instruction had said "unless,

not Hiffll and that the two meant entirely opposite things.

The following are two examples from the recorded transcripts:

A (Moves incorrectly)
B - "That's wrong, cause it said unless you have a

large piece, you may move a circle."
A "If you have a large piece, you may move a

circle."
B "If you do not have a large piece you may move

a circle. You have a large piece. You can't
move."

E "That's right, he can't move."

B - (Moves incorrectly)
A "No. No. Cause you have one large piece. You

got a large piece, so you can't move."
B - "It said if I have a large piece."
A - "No, it said unless you have a large piece."

Two types of utterances (Types III-G and III-H),

analyzed in Table 9, showed virtually no learning effect over

the course of the game. It was very clear from observations

and from the recorded transcripts that children also found it

almost impossible on these two types of instructions to explain

to each other why a mistake had been made. The following ex-

amples from the transcripts show the difficulty in communica-

tion that arose with these instructions:

B (Hears instruction, "Ask your opponent . . . ")

B - "I have to ask? Move . .

A "You ask me. No, you ask me."
B "That is mine #15. Ask him to show him which space

to move it. So move that there."
A - "I don't think so. I think I was supposed to tell

him."
E "That's right."
(A then tells B and B moves, but B is clearly confused.)



A (Hears instruction, "Ask your opponent . . . ")

B "You ask me. Ask which piece should I move . .

go ahead."
A "Move this triangle there. "

B "It said ask me."
A - "Please ask . . . Please move your triangle there.
B "No."
A "He said which . . . it said to . . . which piece

it said to ask your opponent to move a piece,
for him to move."

B - "I don't think it did."

Differentiation of the semantic distinction between

"tell" and "ask" was far less amenable to verbal explanation

than was the distinction between "unless" and Hif." This

finding suggests that the "ask-tell" distinction may be a

more integral part of a larger semantic system that is

developing in the child and that is not very susceptible to

conscious alteration. The "unless-if" distinction, on the

other hand, may exist outside of the overall development of

the language system, as an artifact of conceptual development,

and may therefore be more easily changed through conscious

effort and instruction.

While the influence we have discussed operated as an

uncontrolled variable in the experimental situation (probably

along with other uncontrolled variables) and therefore made

the experimental design a bit noisier than is generally con-

sidered desirable, its overall impact was to reduce the magni-

tude of any measured differences. Clearly, had we chosen to

analyze only the children's initial responses to instructions

from each type of utterance, or if we had somehow been able
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to eliminate all sources of influence, then the learning

effect would have been either eliminated or substantially

diminished, and the observed differences would have been

greater on all measures. However, even allowing players to

influence one another, we were able to observe significant

differences in performance, and we were also able to observe

how interaction effected the learning of particular utterance

types. Thus, the method used succeeded in providing consider-

able information without, at the same time, adding too much

extraneous confusion.

Observations and Impressions

The game used as the testing instrument in this study

worked as well as the experimenter had anticipated on the basis

of previous experience. The children thoroughly enjoyed play-

ing the game, were disappointed when it was over, and were

constantly asking the experimenter and his assistant if they

could come play the game again. As best could be judged from

watching them play, the children's level of engagement with

the game was extremely high, and their performance always seemed

to be a valid indication of their abilities.

The most overwhelming impression after watching 60

children play the game, an impression that is easily forgotten

in the course of focusing upon the children's errors, was the

surprisingly high level of performance that all children ex-

hibited in playing the game. Given the conditions that none
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of the children had ever played the game before, that they

were asked to respond successively to 45 instructions of a

wide variety of types, and that they were never allowed to

listen to an instruction twice, their overall performance

was remarkably good,and they showed an excellent command of

most of the utterances employed in the game.

Such well developed capabilities on the part of the

children studied would not have been predicted either on the

basis of previous research or on the basis of teachers' evalu-

ations of children's language development. For example, as

noted in Chapter 1, studieS of children's productions in-

variably point out that children between the ages of 6 and 12

use logical connectors very infrequently. Piaget's studies

of elicited productions would lead one to believe that it is

not until at least 11 years of age that logical connectors

are well understood by children. And teachers of young

children are constantly suggesting that constructions of the

types included in this study must be taught to children be-

cause they do not understand them. The only construction

included in this study on which children's performance was

poor and which seemed amenable to instruction was the negative

conditional with "unless." And by the time the child is 11

years old, it would appear that it is no longer a problem.

Though it is pcssible that the children studied had received

some formal instruction in the use of "unless" between the ages

of 9 and 11, it is more likely that they learned to understand
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the form as part of their normal intellectual growth.

There was a considerable amount of verbalization on

the part of the children while they were playing the game.

But there were some very distinct differences in both the

extent and the quality of this verbalization among the three

age levels studied. A large number of the 7 year old children

talked continually during the course of the game, so much so

that the experimenter often had to caution them to be quiet

while their opponent was listening to his instruction.

While much of the talk took the form of aggressive banter

(e.g. "You got one of my men, but I'm going to get you next

time and then I'll really kill you."), these 7 year old

children also frequently repeated instructions to themselves

as they contemplated how to move. However, despite their

high level of verbalization as they played the game, the 7

year old children rarely communicated with each other. Most

of their talk had the distinct quality of talking out loud

to oneself, very like the egocentric talk that Piaget has

described.

A rough quantitative index of the amount of verbalization

at the three age levels can be given from the mean number of

instructions that evoked some verbal comment. On the average,

7 year olds responded verbally to 23 of the 45 instructions,

but because they were talking almost incessantly, this is a

very low estimate of their verbal activity. Ey comparison,

the 9 year olds responded verbally to 18 instructions on the
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average, and the 11 year olds responded to 15. Since the

9 and 11 year old children tended to confine their talk more

to matters relevant to the playing of the game, these indexes

are a more accurate picture of the extent of their verbal

activity than is true for the 7 year olds.

Though the 9 and 11 year old children talked consider-

ably less while playing the game, a much greater amount of

their verbalization consisted of real communication, either

with their opponent or with the experimenter. They did not

talk to themselves, and they did not constantly repeat in-

structions out loud or subvocally as did the 7 year olds.

The 11 year olds were particularly quiet as they played,

talking only when there was some need actually to communicate

with another person.

Though this particular observation is not directly re-

lated to the structure of the children's language, the experi-

menter found the amount of aggressiveness and hostility that

the 7 year old children expressed toward each other remarkable.

Certainly there was little if any seriousness in the constant

threats tAey made to "kill" or "smash" each other, and the

competitive nature of the game undoubtedly contributed to

encouraging such interchange. But interchange of hostilities

was often the closest the 7's came to engaging in a dialogue.

"I'm going to kill you next time." "No you won't, cause I'm

going to wipe you out." Perhaps one of the ways 7 year old

children learn to talk to each other is through such ritual-

ized language play.
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Conclusion

The nine types of utterances explored in this study

over three age levels seemed to fall into three distinct

groups in terms of their relative difficulty for the children

tested. Three types were so fully within the capabilities of

the children that they were interpreted correctly in virtually

every instance. This first group included simple statements,

affirmative conditionals of various kinds, and single embedded

sentences. The second group of utterance types, including

limiting contingencies with "although" and "but," various

temporal contingencies, and negative conditionals with "if +

not," was difficult enough to cause the children to make some

mistakes, but the children performed well enough to show a

well developed capacity for interpreting all types in the

group. Within this group, performance improved with age, and

there was strong indication of improvement in performance

during the course of the game. The third group, composed of

the "ask-tell" combination and negative conditionals with

"unless," caused such a high level of difficulty, particularly

for 7 and 9 year old children, that it seems reasonable to

suggest that many children have not developed an ability to

interpret these forms until about age 11, and even then, some

have difficulty. At all age levels performance on "unless"

improved during the course of the game, aided in part by the

interaction of children as they played, but there was little

improvement on the "ask-tell" distinction.
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Thus, it seems likely that we mav have touched upon

two distinct aspects of language development during this

period in a child's life, both of which merit considerably

more attention than they have been given in past research and

much more thorough study than was posible here. On the one

hand, it appears that the child between the ages of 6 and 12

is learning how to understand and use effectively a relatively

small set of special signaling devices, of which the logical

connectors like "unless" form a major part. Many of these

signals are learned early and cause the child little diffi-

culty (e.g. "if"). Others (e.g. "unless") are learned rela-

tively later in the child's development. And some (e.g.

"although") have more than one meaning and are learned first

in one sense and later in both senses. All of these special

signaling devices probably function largely as aids to com-

munication, not as integral components of the language svstem

without which communication would be seriously impaired. As

such, it is at least possible that these forms are learned as

special lexical items with special meanings and functions.

They tend to appear later in the child's verbal repertoire

than other components of the language system, and their ef-

fective use seems to develop concomitantly with growth in re-

lated cognitive skills. Since proper understanding of these

forms, like the understanding of complex logical relationships,

seems a highly conscious process, learning may well be enhanced

by appropriate forms of instruction.
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At the same time that a child's ability to understand

and use these special signaling devices is developing, his

semantic system is gradually becoming fully developed. Though

we know very little about the nature or the process of develop-

ment of semantic systems, it seems reasonably clear that while

the basic aspects of a semantic system must be learned early

in a child's life along with the basic syntactic system of

the language, a fully developed and fully differentiated semantic

system must await the acquisition of a sufficient number and

array of lexical items. Though the evidence from this study

is merely suggestive, it seems reasonable to propose that the

difficulties the younger children had with the "ask-tell"

utterances were semantic in nature, particularly in light of

the finding that additional structural clues were only slight-

ly helpful. Therefore, ability to make such differentiations

as that required for interpretation of the "ask-tell" dis-

tinction may be hypothesized to be a function of a developing

semantic system, just as is probably the case with the child's

ability to properly interpret reversible passive sentences

(see the discussion in Chapter II). As such, it is not likely

that the learning of semantic differentiations will benefit

as much from direct instruction as from a more general attempt

to enrich the child's lexical repertoire.

This study sampled only a very small range of language

phenomena among a homogeneous "normal" population of children.

While the particular game used in this study placed limits
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upon the range of utterance types that could be effectively

studied, the underlying idea of using such a context for

language research appears to be worth extending to similar

games that could be used to explore a wide range of language

abilities. The present game, and modifications of it, might

also be used to compare verbal development across socio-economic

groups. Experience that the author has already had in playing

the game with lower class children suggests that their per-

formance on many of the nine types of utterances would fall

considerably below that of their middle class peers.

Many of the secondary effects noted in the course of

this study suggest the potential value of such a language game

as an instructional davice. Children enjoy playing it, they

seam to learn by playing it, it stimulates verbal interaction,

and it can be suitably modified by teacher or by student to

suit the needs and interests of students at any particular

point in their growth. Furthermore, appropriate use of the

game creates a natural and stimulating learning situation in

which children work with ch'ldren and jointly help each othe.er

to grow.





Game Instructions - Player A

1. You may move a circle one space.

2. You may move a square two spaces.

3. You may move a diamond one space.

4. If you have a circle, you may move it one space.

5. If you have a diamond, you may move a triangle one space.

6. You may move a square one space if you have a circle.

7. After you move a triangle one space, you may move a
square one space.

8. Tell your opponent which piece to move one space.

9. Before you move a diamond one space, you must move a
circle cne space.

10. As soon as you have moved a circle one space, you may
move a triangle one space.

11. When you have moved a triangle one space, you may move
a circle one space.

12. If you have a square, you may move it one space.

13. The piece your opponent just moved may be moved two
spaces backwards.

14. Ask your opponent which piece to move one space,

15. Although you may not capture a piece on this move, you may
move a triangle to any space on the board.

16. You may move a triangle two spaces, but you may not cap-
ture a piece on this move.
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17. If you have a large piece, you may move it one space.

18. You may move either a circle or a diamond one space.

19. If you do not have a large piece, you may move a circle
one space.

20. Should you have a circle, you may move it one space.

21. You may move any piece two spaces, but you may not capture
a piece on this move.

22. You may move a triangle one space if you have a square.

23. The piece that your opponent just moved may be moved back-
ward one space.

24. You may move a circle two spaces unless you have a large
piece.

25. Ask your opponent which piece you should move one space.

26. Any piece that your opponent has captured may be put back
on any open space on the board.

27. You may move a square to any space on the board, although
you may not capture a piece on this move.

28. If you have a diamond7 you may move a circle one space.

29. Tell your opponent which piece he should move one space.

30. You may move a square one space if you do not have a circle.

31. Unless you have a large piece, you may move any piece two
spaces.

32. You may move any piece one space if you do not have a square.

33. Do you have a large piece? Then you may move it one space.

34. Tell your opponent which piece to move two spaces.

35. Although you may not capture a piece on this move, you may
move any piece to any space on the board.

36. Should you have a triangle, you may move it one space.

37. Any piece your opponent has captured may be put back on
any open space on the board.
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38. Unless you have a circle, you may move any piece one space.

39. The piece your opponent just moved may be captured by a
diamond.

40. If you do not have a square, you may move any piece one
space.

41. You may move any piece one space unless you have a triangle.

42. Ask your opponent which piece to move one space.

43. You may move a piece to any space on the board although you
may not capture a piece on this mave.

44. The piece that your opponent just moved may be captured by
a square.

45. Move any piece to any space on the board.
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Game Instructions - Player B

1. You may move a diamond one space.

2. You may move a triangle two spaces.

3. You may move a circle one space.

4. After you move a square cine space, you may move a diamond
one space.

5. When you have moved a triangle one space, you may move a
diamond one space.

6. As soon as you have moved a circle one space, you may move
a square one space.

7. Before you move a circle one space, you must move a triangle
one space.

8. If you have a square, you may move it one space.

9. You may move a triangle one space if you have a diamond.

10. If you have a circle, you may move a square one space.

11. Although you may not capture a piece on this move, you may
move a diamond to any space on the board.

12. You may move either a square or a circle one space.

13. If you have a diamond, you may move it one space.

14. The piece your opponent just moved may be moved two spaces
backwards.

15. AEk your opponent which piece to move one space.

16. Tell your opponent which piece to move one space.

17. Should you have a square, you may move it one space.

lg. You may move a square two spaces, hut you may not capture a
piece on this move.

19. If you have a large piece, you may move it one space.
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20. If you do not have a large piece, you may move a diamond
one space.

21. The piece that your opponent just moved may be moved back-
ward one space.

22. If you have a circle, you may move a square one space.

23. Unless you have a large piece, you may move anv piece two
spaces.

24. You may move a triangle to any space on the board although
you may not capture a piece on this move.

25. You may move a circle one space if you have a diamond.

26. Tell your opponent which piece he should move one space.

27. You may move any piece two spaces, but you may not capture
a piece on this move.

28. Any piece that your opponent has captured may be put back
on any open space on the board.

29. You may move a square two spaces unless you have a large
piece.

30. Ask your opponent which piece you should move one space.

31. Do you have a large piece? Then you may move it one space.

32. Any piece your opponent has captured may be put back on any
open space on the board.

33. You may move a diamond one space if you do not have a triangle.

34. Unless you have a circle, you may move any piece one space.

35. Tell your opponent which piece to move two spaces.

36. If you do not have a diamond, you may move any Piece one space.

37. Ask your opponent which piece to move one space.

38. Although you may not capture a piece on this move, you may
move any piece to any space on the board.

39. Should you have a circle, you may move it one space.

40. You may move any piece one space if you do not have a diamond.



-117-

41. You may move a piece to any space on the board although
you may not capture a piece on this move.

42. The piece your opponent just moved may be captured by a
triangle.

43. You may move any piece one space unless you have a square.

44. Move any piece to any space on the board.

45. The piece that your opponent just moved may be captured
by a circle.
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